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1. INTRODUCTION

1.1 Objective

The Multi-Ser.~jr Scene Synthesis and Analysis Stud~y was conducted by

Digital Decision Systems, Inc., under contract F30602-80-C-0084 for the

Rome Air Development Center duritig the period of I February 1980 to

1 April 1981. The fundamental problem considered in this research was

the design of a computer imaging system which contained the combined

capabilities of modern image analysis and scene synthesis. These comn-

bined capabilities, if made available in a compact, easy-to-use system,

would provide an unparalleled research facility for image and scene

analysis and synthesis.

The objective of this study was to investigate modern image analysis

and scene synthesis techniques in relation to key aspects of a computer

image generation, storage, and usage system. Through the application of

a variety of image processing algor'ithms and control software, a flexible

image analysis and synthesis research aid could be established. This aid,

called the Image Assembly System (IAS), is described irn this report.

Special emphasis has been given to image construction flexibility and

processing system design requirements. The principal result of this

effort is the design of a verSdtile facility for investigating fundamen~tal

aspects of image usage.

The significance of this work is related to the increasing amount

of digital image analysis and scene synthesis being applied to advanced

Air Force applications, Typical applications range from the generation

of airborne sensor image predictions, flight simulator imaging systems,



terminal guidance, image processing and reference scene generation, and

image compression and reconstruction. Each of these applications entails

computer processing and storage of image and scene information. Because

of the large amount of information in the data and the requirement of

real tfime processing, the design factors such as speed, cost, size, and

complexity must be carefully assessed.

The Image Assembly System design presented in this report was arrived

at after a thorough literature search in both the image analysis and

scene synthesis areas, a study of the algorithms used for image analysis

and scene synthesis, and a study of currently available hardware and

software systems. The underlying hypothesis has been the investigation or

the feasibility of combining both analysis and synthesis features into a

single system to provide a powerful research aid.

A summary of the principal areas of research and development in scene

analysis is presented in Section 1.2, and a corresponding summary for

scene synthesis is given in Section 1.3. An outline of this report is

given in Section 1.4.

1.2 Scene Analysis Summary

The purpose of digital scene analysis procedures is to arrive at

an understanding of the elements composing a scene and their relationships.

The definition of "understanding" for a specific application depends on

the nature of the problem one wishes to solve. In analyzing a scene of

military interest, for example, the desired level of understanding may

range from the relatively simple problem of determnining if the scene

contains any changes from a previously-observed scene, to the considerably
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more cnmplex task of identifying specific targets and ranking them in

order of importance.

State-of-the-art algortlhms for scene analysis may be divided into

four broad categories:

1) Sensing and preprocessing;

2) Segmentation;

3) Recognition and interpretation; and

4) Organization and processing of scene data.

1.2.1 Sensing and Preprocessing

The sensing problem is one of converting a physical scene into a form

suitable for computer processing. Sen.ors are categorized by their re-

sponse in the electromagnetic energy spectrum (•.g., x-ray, optical,

infrared, microwave, and ultrasonic). Often, the choice of an imaging

sensor is determined by the environmen: in which it is expected to

operate. For example, under-water applications usually preclude the use

of sensors other than low frequency devices. In situations where more

than one type of sensor could be used, additional constraints such as

resolution, size, weight, and cost play a deciding factor.

Although scene analysis is basically a three-dimensional problem,

much of the present work in this area is carried out using planar

(image) views. This is due both to limitations in three-dimensional

sensor technology and to a lack of procedures for segmentation, recogni-

tion, and interpretation of three-dimensional data. Spatial relationships

of objects in a scene are approximated by using approaches such as

stereo image processing and range imaging.

3
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Preprocessing techniques typically used in scene analysis include

noise reduction, enhancement, and restoration. In applications requiring

fast processing, the usual approach is to approximate a preprocessing

function by a small template (e.g., a 9 x 9 template) e:,J use spatial

convolution implemented in special-puroose hardware.

1.2.2 Segmentation

The purpose of segmentation is to partition the scene space into

meaningful regions. Segmentaticn techniques can be divided into two

principal categories: point dependent and region dependent. Point

dependent techniques deal with methods that examine the scene on a

point-by-point basis. Examples in this area include intensity, color,

and rang'i thresholding. This type of processing is suitable for cases

where the quantity being thresholded exhibits a small number of distinct

variations (e.g., in segmenting bright objects from a dark, uniform

background).

Region dependent techniques are based on regional properties of a

scene. The most notable approaches in this area i~clude template

matching (e.g., gradient, line, and edge detectors), texture segmentation,

edge segmentation, and region growing.

1.2.3 Recognition and Interpretation

Recognition is basically a labeling process; that is, the function

of recognition algorithms is to identify each segmented object in a scene

and to assign a label (e.g., road, vehicle, building) to that o~ject.

The design of recognition procedures for scene analysis consists of two

4



basic steps: selection of a set of features or descriptors, and selection

of a classification strategy.

The principal descriptors used in scene analysis are based on shape

and amplitude (e.g., intensity) information. Shape descriptors attempt

to capture invariant geometrical properties of an object. This has been

an illusive goal which has lead to an impressive number of proposed

techniques for shape description. Techniques for shape analysis and

description are either ý,lobal (region) or boundary oriented. Global

techniques include principal axes analysis, texture, two- and three-

dimensional moment invariants, geometrical descriptors such as perimeter

squared/area and the extrema of a region, topological properties such as

the Euler number, and decomposition into primary convex subsets. Boundary

techniques are based on thinned or skeletonized scene components. They

include: Fourier descriptors, chain codes, graph representations (of

which strings and trees are special cases), and shape numbers. Vari-

ations and inconsistencies in shape are handled by the use of models,

rubber masks, relaxation, and syntactic techniques.

Classification strategies in use today may be subdivided into two

principal categories: decision-theoretic and structural. Decision-

theoretic techniques are based on the use of decision (discriminant)

functions. Given M pattern vector classes, ... ,WM, the decision-

theoretic approach consists of identifying M decision functions d

d2(x),... .dM(x) with the property that, for any pcttern vector x* from

class wi, di(x*) > dj(x*), j = 1,2,...M jii. The objective is to find

5



M decision functior~s such that this condition holds for all classes with

minimum error in misclassification.

Structural methods of pattern recognition are attempts to describe

fundamental relationships among pattern primitives via discrete mathe-

matical models. The most widely used method is syntactic pattern

recognition in which concepts and results in formal language theory pro-

vide the structural descriptions. By contrast, decision theoretic

approaches deal with patterns on a strictly quantitative basis, thus

largely ignoring interrelationships among the primitives.

The existence of recognizable and finitely describable structure is

essential for success in the syntactic approach. The lack of general

inference techniques has meant that applications thus far have been

largely confined to pictorial patterns characterized by shapes which the

designer perceives and can describe via a grarmmar; for example, handwritten

characters, chromosomes, fingerprints, particle collision photographs,

speech and physiological wavefonns, and general plane contour shapes.

One of the most significant recent extensions of syntactic. techniques

has been the explicit inclusion of semantic evaluations simultaneously

ý:ith syntactic analysis by means of attributed grammars. A pattern

primitive is defined by two componeoits: a token or symbol from a finite

alphabet, and an associated l':of attributes consisting of logical,

numerical, or vector values. Basically, the symbolic component denotes

a class of primitives and the attributes give the feature values for a

specific instance of a primitive in a pattern; these values are usually

obtained by nonsyntactic pattern recognition methods, such as discriminant

analysis.

6
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Interpretation may be viewed as the process which, together with

recognition, assigns attribute values to the primitives in a given.

representation. Although most present interpretation approaches for

digital scene analysis are primarily heuristic or interactive techniques,

promising formal approaches are emerging which attempt to unify the

concepts of semantic/syntactic information in a scene. While these

techniques are not yet fully developed, there are nuimerous specialized

applications where even a limited degree of interpretation based on

recognition of important features could have a significant impact.

Examples include the categorization of aerial scenes as being either of

military or nonmilitary interest, the rejection of faulty electronic
components in an assembly line, adaptive control of robots by visual

feedback, and autonomous target detection systems.

1.2.4 Organization and Processing of Scene Data

From the viewpoint of computer data storage and manipulation, a

digitized scene is a data base. Even with large, fast computers, the

designers of a computer-based scene processing system cannot neglect the

design aspects of data bases and data structures, because a successful

data base design not only improves the efficiency of the data storage and

manipulation operations, but enhances the documentation and verif~ication

of all algorithms used to process the data. It can in fact be shown that

for many complex algorithms, the organization of the input and output

data is as critical to the effectiveness of the algorithm as is any

ot''-her single factor.
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In the case of scene analysis, use of a hierarchical data base

as the overall organization of symbolic representations of scenes

implies a fundamental hierarchy ranging from the lowest level scene

primitives to the highest level labeled forms. Use of a relational data

base to store the characteristics of each node in the hierarchy has been

found effective for representing the kind of detailed information that

must appear with each item in a scene hierarchy.

The concepts underlying relational and hierarchical data bases are

the foundations for a logical , efficient mechanism for scene analysis

algorithms.

1.3 Scene Synthesis Summnary

The purpose of scene synthesis is to provide an image representation

of a three or more dimensional scene. Although the largest market for

scene synthesis systems has been in flight simulators, the advantages and

cost effectiveness of scene simulation in almost all aspects of science

and engineering are now being applied.

The following table of application areas, market values, and percent-

ages was recently presented in an IEEE Tutorial on Computer-Assisted

Design and Engineering. *

APPLICATIONS 1979

M$

Electronic CAD/CAM 400 27%
Mechanical CAD/CAM 350 24%
Cartography 210 14%
Process Control 115 8%
Business (MIS) 70 5%
Art and Animation 30 2%
Other 275 20%

TOTAL 1450 100%

*From Tutorial Notes on Computer-Assisted Design and Engineering,
IEEE Spring COMPCON, San Francisco, CA, February, 1981.
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Significant accomplishments can easily be cited for each area in

the table. Perhaps the area of widest impact in terms of electronic

applications is the design of VLSI integrated circuits. Not only the

circuit elements and interconnections, but three dimensional electro-

magnetic circuit components as well, can be analyzed by computer and

final artwork can be produced. Even though custom VLSI chip production

is currently in the cost range of $40,O00,the projected costs in the next

few years may be as low as $500.

Exciting applications in mechanical design are also occurring.

A popular three-dimensional surf&'ce display program, MOVIE.BYU,

developed at Bringham Young University, is reported to have nearly

2,000 users throughout the world. This program permits polygonal

representation of three-dimensional solids, as well as deformation

and stress analysis. One of the most interesting cartographic applica-

tions is the Presidental Information System, which is a color graphics

system designed to provide our national leaders with the latest

demographic infcrmation, as well as current information in areas such

as employment rates and product;ivity throughout the nation. Some of the

most important process control applications are being conducted in the

nuclear industry. For example, TVA produces a full, three-dimensional

computer -nodel of each of its nuclear reactor designs before it is

built, then maintains the computer model throughout construction and

operation.

Due to the high cost of scene simulation, most business applications

art oresently two-dimensional graphs and plots of important data. The

art arid animation areas of application are perhaps the best known.

9i
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A recent example is the computer scenes in the popular movie, Star Wars.

Note that the other applications listed in the table contain a relatively

large percantage--2O%--of the market. These include the military

applications as considered in this report, such as flight simulation,

sensor simulation, and reference scene preparation for missile guidance.

Scene synthesis consists of the processes by which a real or

synthetic scene can be input, represented, characterized, and transformed

for viewing or analysis. This scene synthesis study was directed toward

the definition of algorithms for interactive or automatic construction

of both surface shapes and sensor response characteristics. The scene

synthesis process was divided into four elements:I

1) scene data generation;,

2) surface description and representation;

3) surface characteristics; and

4) viewing transformations.

1.3.1 Scene Data Generation

Scene data generation consists of methods for generating the

computer data base required for representing both topographic and man-

made structures. Topographic data may consist of point and line data,

surface data, and volume data. Man-made structures may consist of

existing objects or synthetic objects. For existing objects, a variety

of mensuration and photograrmmetric techniques can be used for measure-

ments of the surfaces. Also, several three-dimensional digitizers

based upon mechanical, ultrasound, light, or imaging techniques are

avail-ible. For synthetic objects, structures may be input by analytical

10



specification, digitization from multiview drawing, building block tech-

niques, or polygonal surface specification, each with interactive editing

and constraint specification.

1.3.2 Surface Description and Representation

Surface description consists of constructing the interral computer

data base representation of the scene. Several methods are available

for representing both planar and curved surfaces. Patch representation

requires the subdivision of a scene into regions bounded by a closed

set of curves. The intersection vertices or knots are often the only

information which the designer must specify with the form of the curve

preselected. For example, a plane surface may be constructed between

a set of three-dimensional vertices with a connection matrix specified

by forming plane surfaces to fit the vertex array. To describe curved

surfaces, several representations may be selected, including Bezier

cubic polynomials, B-splines, Catmull cubic splines, or Coons surfaces.

The data structures for surface description are also very important,

since both the amount of storage required and the com,.utation required

for the viewing transformations are dependent upon the data structure.

Several different data structures have been described in the literature,

including a vertex list, vertex lists with pointers, pointers to

edges, adjacent polygons, winged edge, curved surface canonical represen-

tations, and curved surface corner control point. A curve surface method

will be required for the Image Assembly System. Also, since normal and

tangent vectors will be required for display, these must be included in

or easily computed from the data structure.

11
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1.3.3 Surface Characteristics

Surface characteristics as viewed from any type sensor must be

included in the Image Assembly Syttem. In general, the elements which

must be considered include the illumination source and shading mechanism,

color characteristics, specular and highlight effects, texture generation,

and shadow generation. Other speciz! effects, such as wrinkled surface

display, may also be important. The surface characteristics for a given

sensor may be described in terms of objective characteristics such as

illumination beam pattern, receiver point spread function, or nonlinear

transfer function, gain and signal-to-noise ratio, and display format.

To generate a pai cicular display, real time viewing transformations are

requi red.

1.3.4 Viewing Transformations

Viewing transformations, including the world space to eye space

and the eye space to image space, may be implemented by a 4 x 4 matrix

transformation. Also, clipping and windowing algorithms are available

for real time display. Hidden surface elimination is themost difficult

algorithm to implement in real time. Several methods, including the

depth buffer algorithm, scan line algorithm, and the priority algorithms,

were analyzed for possible inclusion in the Image Assembly System.

1.4 Outline of the Report

A detailed analysis of the algorithms for image analysis and scene

synthesis are d'escribed in Sections 2 and 3. Included are the most

commnonly used as well as state-of-the-art techninues for image analysis

such as image enhancement, segmentation, and feature extraction. Also

12



included are key algorithmns for scene synthesis such as discrete su~rface

representation, hidden surface elimination, and surface shading.

The liniage Assembly System design is desc~ribed in Section 4. The

hardware and software considerations are based largely upon the analysis

of algorithmis presented in Sections 2 and 3. General designs for both

image analysis and scene synthesis are presented separately.

The performance specifications for the Image Assembl System are

presented in Section 5. This system has combined capabilities for

performing the key algorithms and tasks for both image analysis and

scene synthesis. Although general performance specifications are given,

an example system of existing hardware~ components is also presented to

demonstrate the practicality of the design.

Finally, the conclusions reached from this study and reconmmendations

for further work are presented in Section 6.
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2. SCENE ANALYSIS

2.1 Introduction

Digital scene analysis may be defined as the process of using a

digital computer to extract, characterize, and interpret information from

images of a three-dimensional world. Interest in scene analysis methods

ranges from biomedical to industrial and military applications. Regard-

less of specific application, however, an essential characteristic of

digital scene analysis techniques is the use of a machine for performing

"im ntelligent" tasks, where the standard for intelligent behavior on the

part of the machine is established by the capability of a human in success-

fully performing the same tasks.

The importance of scene analysis techniques in the broader field of

machine intelligence can be easily grasped by a cursory review of the

application areas in this field which are based on pictorial information.

For example, a significant portion of current research in robotics as a

means for enhancing industrial productivity is directed toward machines

that, ideally, should be able to perceive and interpret information in a

working environment such as an assembly area. The advantages of this

approach over preprogranmmed miachines include adaptability of the same

machine to a variety of tasks and the relaxation of the structure of the

working environment to allow a miore random placement of parts and tools

in the assemby area. Other applications, such as machine analysis of

chest x-rays and chromosomes, character recognition, fingerprint identi-

fication, satellite image interpretation, infrared, optical, and radar

target acquisition, and autonconous navigation of rovers for unmanned

14



exploration are largely based on the analysis and interpretation of digi-

tal images.

An important aspect in the implementatio.a of scene analysis proce-

dures is the inverse relationship that generally exists between data

volume and knowledge about a scne. A single television camera serving

as an input to a scene analysis system has, when digitized into a 512 x

512, 6-bit, array a raw data throughput rate that exceeds 62 x .106 bits/

sec. Often, however, portions of a scene that contain information

relevant to a specific application require a much lower data rate.

Consider, for instance, the problem of detecting missing components in a

circuit board. In order to detect events of interest in this application,

only one frame of video would be rEquired per unit to be inspected. If

the inspection system were a matching device that compares an unknown

input against a stored pirototype image, a weighted and thresholded

difference between this prototype and the unknown often suffices to

detect significant changes. The difference image can usually be repre-

sented with fewer bits, bu. it contains the necessary information for the

solution of this particular problem. Io other words, the prin.ary interest

in this case is si,.iply the degree of similiarity between the prototype and

the input. A decision as to the state of the input unit can be carried

out from this information.

In more complex analysi:. n,'oblems, extraction Gf knowledge from a

scene involves a 'llerarchy of steps which grow progressively more diffi-

cult as a function of knowledge gained. Thus, the more we wish to know

about a scene, the more complex (in terms of presently known techniques)

the process for extracting the desired information. In the example just

15
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described, it is evident that detecting missing parts in a circuit board

is not a particularly difficult problpm. However, counting components,

checking their labels, and looking for broke~n pieces is quite a different

matter, involving algorithms which are consirte~a~y more complex or may

not have practical implementation because of storage and processing

requirements.

One of the principal characteristics of scene analysis, in fact, of

machine intelligence in general, is the use of heuristics. There is no

general theory for selecting the measurements, features, recognition, and

interpretation techniques needed for the implementation of scene analysis

systems. Although some aspects of these problems have elegant theoretical

formulations (e.g., optimum decision rules, search strategies, inductive

inference) the state-of-the-art in this field is strictly problem-

oriented, where methods are selected based on their performance in a

given application.

2.2 A Model of the Scene Analysis Process

As illustrated in Fig. 2.1, the process of digital scene analysis may

be divided into four principal categories: (1) sersing and preprocessing,

(2) segmentation, (3) recognition, and (4) interpretation. It is important

to note that these subdivisions are suggested for convenience and, to a

cert~in extent, by the way in which scene analysis systems in use today

have been implemented. It is not implied that human vision and reasoning

can be so neatly subdivided nor that these processes are carried out

independently of each other. For instance, it is logical to assume that

recognition and interpretation are highly interrelated functions in a

16
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human. These relationships, however, are not yet understood to the point

where they can be modelled analytically. Thus, the subdivision of

functions discussed inthis section may be viewed as practical (albeit

limited) approach for implementing scene analysis systemns given our level

of understanding and the analytical tools presently available for the

solution of this problem.

The sequence of steps discussed above leads to decomposition of a scene

into simpler elements and the arrangement of these elements in the form

of a hierarchical representation of the scene. This concept is illustrated

in Fiy. 2.2 using a simple scene. The highest node in the hierarchy

represents the scene itself. At the next level, the scene is composed of

several objects: a group of blocks, a pyramid, the wall, and the floor.

At the next level, it is shown that the group of blocks is composed of a ~

big block and a little block. The level below this shows that the objects

are composed of regions; and finally in the last level, we see that the

regions are composed of edge segments, which are numbered in the figure/

As implied in the foregoing discussion, obtaining a decomposition of

this type can be fairly simple for a human, but is generally quite compli-

cated for a computer. In practice, most procedures for generating a

hierarchical representation start at the bottom with the most primitive

elements (e.g., the edges) and attempt to arrive at the top node in a

bottom-up manner. The basic approach for implementing this bottom-up

procedure may be explained with the aid of Fig. 2.3. Starting with a

digital representation of a scene derived from one or more sensors, the

first problem is to identify and label the primitives in the !ý.cene.

18
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Examples of commnonly used primitives are edges, boundaries, and vertices.

It is noted that, in Fig. 2.3, the process of assigning a label to a

primitive is basically a recognition problem. For instance, if edges are

being used as primitives, the first step is to recognize the presence of

edges in the scene and *o categorize these edges according to type based

on descriptors such as length and orientation.

Higher levels in the hierarchy are explained in a similar manner.

Labeled parts are obtained by recognition based on the labeled primitives.

In turn, these parts are used as inputs to recognition procedures for

detecting objects. The resulting labeled objects are classified to form

clusters based on some predefined measures of similarity (e.g., man-made

objects). The labeled clusters of objects are then recognized as forming

a scene of a certain type (e.g., either of military or of non-military

interest). Finally, the interpretation stage uses the resulting hierar-

chical representation, and possibly representations from other scenes, to

produce an analysis of the scene.

Figure 2.3 is consistent with the above discussion concerning the four

basic processes involved in scene analysis: sensing and preprocessing,

segmentation, recognition, and interpretation. In the present model,

segmentation~ techniques are used to extract primitives, parts, and objects

from a scene, and recognition algorithms are used to identify (label)

these elements. Recognition is also used -to group these objects into

clusters and to identify the type of scene under consideration. Flinally,

the mnt -etation stage yields an analysis of scene composition and

meaning.

21



The remainder of this chapter is devoted to a detailed discussion

of these functions and other aspects related to scene analysis, such as

the organization of scene data in a form suitable for processing in the

context of the hierarchical model of Fig. 2.3.

2.3 Sensing dnd Preprocessing

2.3.1 Types of Sensors

The sensing problem is one of converting a physical scene into a

form suitable fur computer processing. Although a detailed discussion

of sensor technology is outside the scope of this section, it is impor-

tant to briefly discuss the principal types of sensors used in scene

analysis applications to give a basic idea of the factors affecting the

choice of a particular sensing approach over another.

Sensors are categorized by their response in the electromagnetic

energy spectrum (e.g., x-ray, optical, infi-ared, microwave, and ultra-

sonic). Often, the choice of an imaging sensor is strictly determined by

the environment in which it is expected to operate. For example, under-

water applications typically preclude the use of sensors other than low

frequency devices. In situations where more than one type of sensor can

be used, additional constraints such as resolution, size, and weight play

a deciding factor.

Although scene analysis is basically a three-dimensional problem,

much of the present work in this area is carried out using planar (image)

views. This is due both to limitations in three-dimensional sensor tech-

nology and to a lack of procedures for segmentation, recognition, and

interpretation of three-dimensional data. Spatial relationships of objects
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in a scene are approximated by using approaches such as stereo image

processing and range imaging [1, 2).

2.3.2 Noise Reduction

One of the principal aspects of preprocessing in practical applica-

tions is noise reduction. The purpose of noise reduction is to "clean-

up" an image in crder to increase the probability of correct segmentation

and recognition.

Noise reduction algorithms can be divided into two principal cate-

gories: frequency-domain and spatial-domain methods. Frequency-domain

techniques are based on the Fourier transform. The procedure is to

obtain the Fourier transform of an imnage, apply a filter (e.g., a bandpass

filter) designed to supress frequency regions where the noise is dominant,

and then to follow this operation by the inverse Fourier transform to

yield an image with a lower noise content. We will not discussI

frequency-domain techniques in any detail here because (1) they are well

documented in - -umber of references [3] and (2) they are typically too

slow and difficult to implement in practical military systems.

Spatial-domain techniques based on processing small regions in an

image are receiving increased attention because they are much simpler to

implement in hardware and can often be made adaptive to changing noise

characteristics, an important feature in military applications where a

system is expected to operate in a variety of unknown conditions. This

approach to noise reducLion is illustrated below by a recent algorithm

due to Lee (4, 5] which is capable of processing images with both

additive and multiplicative noise. In addition to its adaptability
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properties, this algorithm can also be implemented in real time with

modest hardware.

2.3.2.1 Adwitive Noise Filtering

Let f(x,y) be the brightness of a digital image pixel at coordinates

(x,y), and let n(x,y) be the value of an additive noise component at those

coordinates. The corresponding degrated (noisy) pixel at (x,y) is given

by

g(x,y) = f(x,y) + n(x,y) (2.3-1)

Given g(x,y) and some knowledge about n(x,y) the objective of noise

filtering is to obtain an estimate of the true image pixels, denoted by

f(x,y), which optimizes some criterion. Most ctirrent approaches to this

problem employ frequency domain techniques, direct invertion, or recursive

Kalman filtering [3, 7, 8]. Unlike the algorithm discussed in this section,

these approaches are not computationally efficient in terms of real-time

processing.

Assume that

E[n(x,y)] = n(x,y) = 0 (2.3-2)

arnd

E[n(x,y) n(i,j)] =2 6 (2.3-3)
xy ij

where 6 is the Kronecker delta function (i.e., ij= 1 if i = j and 0 if

i $ j), E is the expectation operator, and a2 is the noise variance.

Equation (2.3-2) states that the noise must have zero mean and Eq. (2.3-3)

says that the noise must be spatially uncorrelated. The first condition
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can be easily met by normalization; the second condition is usually true

in practice.

Using Eqs. (2.3-2) and (2.3-3), it follows from Eq. (2.3-1) that

?(x,y) = E[f(x,y)] = E[g(x,y)] = j(x,y) (2.3-4)

and

Q(x,y) - E{[f(x,y) - T(x,y)] 2

E{[g(x,y) - 2(x2y)]2 a 2 (2.3-5)
= v(x,y) - a2

- 2

It is noted that the term E{[f(x,y) - f(x,y)]) is, by definition, the

variance of the original, uncorrupted image at coordinates (x,y).

Similarly, v(x,y) = E{[g(x,y) - g(x,y)]2I is the variance of the noisy

image at these coordinates.

A weighted-least-squares estimate of f(x,y) is obtained by consider-

ing the criterion functioti [9]:

J = I/2{[f(x,y) - ?(x,y'] 2/Q(x,y) + [g(xy) -

2 2(2.3-6)

To determine the estimate, f(x,y), that minimizes J we consider the

differential

dJ = df(x,y) {[f(x,y) - ?(xy)]/Q(xy) - [g(xy) -

2 (2.3-7)
f(x ,y) ]/2

In order that dJ = 0 for arbitrary df~x,y), the coefficient of df(x,y) ip

Eq. (2.3-7) must vanish; that is,
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f (2.3-8)[f(x,y) ?(x,y)]/Q(x,y) = [g(xy) - f(x,y)/2.

where f(x,y) -is 'he desired estimate to make the coefficient vanish.

Simplification of Eq. (2.3-8) yields

f(xy) = ?(x,y) + Q(x,y) 2 [9(xy) - ?(x,y)]
Q(x,y) + a (2.3-9)

= T(xy) + k(x,y)[g(x,y) - f(xy)]

for all coordinates of M x N image; that is, x = 0, 1, 2, ... , M - I and

y = 0, 1, 2, ... , N-1.

In order to interpret this result, it is noted that both Q(x,y) and

2 are positive and, therefore, the term k(x,y) = Q(x,y)/Q(x,y) + a2 is

bounded between 0 and 1. Since Q(x,y) is the variance of the uncorrupted

image pixels, it follows that, for a low signal-to-noise ratio, the noise

will dominate so that k(x,y) z 0 and the estimated f(x,y) is approximately

equal to r(x,y). Conversely, for a high signal-to-noise ratio, Q(x,y)

2,will be much larger than a2, k(x,y) z 1, and the estimate is f(x,y)

g(x,y), the corrupted pixel at location (x,y).

Implementation of Eq. (2.3.9) is straightforward. Since,from Eq.

(2.3-4), themeans of the original and noisy images are assumed equal, it

follows that f(x,y) can be obtained by computing the average value of the

noisy image, g(x,y), at coordinates (x,y). Similarly, Q(x,y) is obtained

by computing the difference between the variance of the noisy image at

2
(x,y) and the noise variance, a2. In other words, letting N(x,y)

g(x,y) it follows from Eqs. (2.3-5) and (2.3-9) that

f~xy) gx~y +v(x'y) -2

f(xy) =g(xy) + [ y) - (x,y)] (2.3-10)
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for x 0 0, 1, 2, ,.., M - 1 and y = 0, 1, 2, ... , N - 1.

The approach followed in obtaining g(x,y) and v(x,y) is to use the

local mean and variance computed in a (2n + 1) x (2m + 1) window centered

at (x,y). That is,

Ix+n y+m

5(x,y) 2(n + l)(2m + 1) k q g(kq) (2.3-11)

and

1 x+n y+m

v(x,y) (2n + l)(2m + 1) k =x-n q y- (2.3-12)

[g(kg) - g(k~g)]

The procedure is to compute g(x,y) and v(x,y) from the known image g(x,y)

*'" x = 0, 1, 2, ... , M - 1 and y = 0, 1, 2, ... , N - 1. The desired

es -,ate f(x,y) then follows directly from Eq. (2.3-10) by using a given

value of a2.

1 e two principal factors affecting the quality of the estimate

f(x, ' are window size and the value of the noise variance. If the window

is too small, noise filtering will not be effective because, from Eq.

(2.3-11), g(x,y) will be approximately equal to g(x,y) and f(x,y) : g(x,y)

in Eq. (2.3-10). If the window is too large, the estimate will be a

smoothed (blurred) version of the original. Lee [4] reported that a 7 x 7

window appears to be a good compromise. Our own results verify his

conclusion concerning window •ize. The effects of 62 are discussed below

and in the following section.
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In order to investigate the suitability of Eq. (2.3-10) for noise

reduction, we conducted a number of experimert~s using FLIR images [10)

corrupted by computer-generated noise as well as practical FLUR images

obtained in the field under realistic conditions. Figure 2.4(a) shows

an infrared image containing a simple target and Fig. 2.4(b) shows the

same image severely corrupted by Gaussian noise with zero mean and a

300. The result obtained with Eq. (2.3-10) using a 7 x 7 window and the

above known value for the noise variance is shown in Fig. 2.4(c). The

improvements over the noisy image are evident in this picture.

As a more realistic example, Fig. 2.5(a) shows a typical FUR

image containing two targets and Fig. 2.5(b) is the result obtained using

Eq. (2.3-10) with a 7 x 7 neighborhood and an empirically determined value

of Cr2 = 60. Although the image was improved considerably, it is of

interest to note that the area above the leftmost target is still quite

visibly corrupted. The reason for this is that a 2 is truly unknown for

this image and our estimate of a 2 = 60 was not good enough for this

particular area of the image; that is, the noise variance is not only

unknown but it i~s also spatially variant. An adaptive technique for

estimating the noise variance throughout an image is discussed in the ntv.xt

section.

2.3.2.2 Adaptive Estimation

An effective implementation of Eq. (2.3-10) for automatic image

processing applications requires that a 2 be known with a reasonable degree

of accuracy. Since this parameter is often difficult to estimate in

practice for the full range of operating conditions of most sensors, it
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Figure 2.4. (a) Original, (b) image corrupted by
additive Gaussian noise, (c) result
obtained using Eq. (2.3-10) (Original
image courtesy of Dr. Lewis G. Minor,I
U. S. Army, Huntsville, Alabama. )
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Figure 2.5. (a) Original, Wb result obtained using
Eq. (2.3-10) with a 7 x 7 window and

a2=60. (Original image courtesy of
the Equipment Group, Texas Instruments,
Inc., Dallas, Texas).



is of interest to have available a procedure which will estimate the noise

variance for a particular input image, thus yielding an adaptive implemen-

tation of Eq. (2.3-10).

The principle behind the procedure discussed below is as follows:

If f(x,y) in Eq. (2.3-1) were constant, the variance obtained from g(x,y)

would in fact be the variance of the noise. When f(x,y) is not constant,

the variance obtained from g(x,y) is greater, being influenced by the

variance of both f(x,y) and n(x,y). When variance estimates are computed

about a neighborhood of a pixel located at (x,y), the variance of the

noise may be approximated by the smallest of the variances obtained at

each pixel in the neighborhood of (x,y). In other words, the smallest

variance should occur when f(x,y) is constant and ;:, therefor'e, an esti-

mate of the noise variance at (x,y).

This idea was employed in developing an adaptive estimator of the

noise variance. In each 7 x 7 window located at (x,y), x = 0, 1, 2, ... 9

M - 1, y = 0, 1, 2, ... , N - 1, the variances of all neighbors of (x,y)

in the window were computed in a 7 x 7 window about the point in question.

That is, for any point (s,t) inside the window centered at (x,y) we

defined a 7 x 7 window centered at (s,t) and computed the variance of the

points inside this new window. This procedure yielded 49 variance esti-

mates around every point (x,y) in an image. In order to allow for

variations due to the small size of the window, Che average of the 5

smallest variances was computed and designated as the variance a2 for use

in Eq. (2.3-10) at location (x,y) in the image.

The results obtained with this technique were considerably better

than those obtained using a constant value for a2, as illustrated by the
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images shown in Fig. 2.6. Part (a) of this figure shows 4'.he same original

considered in the previous section and Fig. 2.6(b) is the result obtained

with the adaptive variance estimator. By comparing this image with

Fig. 2.5(b) it is noted that noise reduction in the area above the left-

most target was effectively accomplished using the adaptive method. As

another illustration of the power of this technique, Fig. 2.6(c) shows a

more complex FLUR image and Fig. 2.6(d) is the result after processing

with the adaptive variance estimator. The improvement of the processed

images over the originals is quite clear in these results.

2.3.3 Enhancement

Another important preprocessing function in scene analysis is

enhancement. As in the case of noise reduction, enhancement techniques

may also be divided into frequency-domain and spatial-domain methods [3].

rhe approach in the frequency domain is exactly the same as the one dis-

cussed in Section 2.3.2, with the exception that filters are chosen to

highlight a given frequency range (e.g., high-frequency emphasis for

image sharpenning). The limitations of frequency domain discussed in

Section 2.3.2 also apply to enhancement algorithms based on this approach.

Many spatial domain techniques for image enhancement have the poten-

tial for real-time implementation. The methods discussed in this section

are based on histogram processing techniques. These methods are illustra-

tive of algorithms w'hich can be implemented in real time and which have

the important property of automatic adaptability to changing scene

conditions.

32



as

*.E

0. E

CL

06 Z

rrW 0

C.0

(UW

U.

0-
0)

0-4



A histogram of the gray levels in ani image provides a global descrip-

tion of its appearance. The two principal methods of histogram process-

ing are histogram equalization (also called histoyg'am linearization or

histogram flattening) and histograair zpecification 11-17].

In hi" togram equalization, the approach is to transform the pixels

of the input image so that they will have a flat (uniform) histogram.

The rmiotivation for this type of processing is to increase the dynamic

range of the intensity values of an image and thus improve its overall

appearance.

Histogram specification techniques attempt to transform the pixels

in an image so that their histogram will have a pre-specified form.

There are two basic approaches used in histogram specification. The

first is to use interactive techniques where a human operator provides

a historam shape and evaluates the results by trial and error. The

second involves the use of a priori knowledge about what the resulting

histogram should be. An example of this is found in computer processing

of chest radiographs. Chest x-rays that have been developed properly have

characteristic histograms which may be obtained by averaging the histo-

grams of a set of samples. This average histogram can then be used as

the norm for mapping, by means of histogram specification techniqu,.s, the

intensity values of a given x-ray which has been improperly developed.

2.3.3.1 Histogram Equalization

Let r represent the intensity of the input pixels. Assume for a

moment that r is a continuous variable in the range 0 < r < 1 and with

probability density function pr (r). If r is transformed to a new intensity
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variable s by means of the transformation function

s = T(r) (2.3-13)

it follows from probability theory that

dr
PS(S) = LPr(r) ]s- r=T-1(S) (2.3-14)

where it is assumed that T(r) is a monotonic function.

In histogram equalization, we choose

rr
s = T(r) = Pr (w)dw (2.3-15)

0

where w is a dummy variable of integration. By substituting (2.3-15)

into (2.3-14) we obtain

IO<s<l

0 elsewhere

which is seen to be a flat or uniform density.

In the discrete case, pr (r) is approximated by

nkpr(r) (2.3-17)

rk)

where n is the total number of pixels in the image and nk is the number of

pixels with discreLe intensity value k. The transformation for histo-

gram equalization then becomes
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Sk = T(rk)= k k = 0, L (2.3-18)j=O "

where L is the number of discrete levels in the image. In practice, ps(Sk)

is an approximation to ps(s) and, consequently, it is seldom perfectly

uniform.

Based on the above discussion, we see that histogram equalization is

straightforward. It consists of mapping each input pixel with value

rk into a pixel with value sk, where sk is given by Eq. (2.3-18).

2.3.3.2 Histogram Specification

The procedure for histogram sDecification is slightly more compli-

cated. To see how this can be accomplished, let us return for a moment

to continuous gray levels, and let pr (r) and pz (z) be the original and

desired probabilii.y density functions, respectively. Suppose that a

given image is first histogram equalized using Eq. (2.3-15); that is

r
s = T(r) = Pr(w) dw (2.3-19)

0

If the desired image were available, its levels could also be

equalized by using the transformation function

': I z

v = G(z)= 0o Pz(w) dw (2.3-20)

The inverse process, z = G-1 (v), would then yield the desired levels back.

This, of course, is a hypothethical formulation since the z levels are

precisely what we are trying to obtain. It is noted, however, that
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PS (s) and pv,(v) would be identical uniform densities since the final

result of Eqs. (2.3-14) through (2.3-16) is independent of the density.

Thus, if instead of using v in the inverse process we use the uniform

levels s obtained from the original image, the resulting levels, z=

G0 1 s), wo'uld have the desired probability density function. Assuming

that G6 (s) is single-valued, the procedure can be summarized as follows:

(1) Equalize the levels of the iriginal image using Eq. (2.3-15).

(2) Specify the desired density function and obtain the trans-

formation function 0(z) using Eq. (2.3-20).

(3) Apply the inverse transformation function, z = G'_1(s) to

the levels obtained in Step 1.

This procedure yields a processed version of the original image where the

new gray levels are characterized by the specified density p (z). A

discrete formulation of this method parallels the development of Eqs.

(2.3-17) and (2.3-18), and the mapping G_1 (s) is accomplished in the

discrete case by rounding G-1 (s) to the nearest allowable discrete pixelj

value.

Figure 2.7 illustrates the enhancement capabilities of the histogram

equalization technique, which is automatic since no operator interaction

is required. The histogram of the images on the left side of Fig. 2.7 .
woule be expected to span two relatively narrow gray-level ranges; the

pixels of the corresponding enhanced images on the right side of Fig. 2.7

span a considerably larger spectrum of the gray-level scale. As is

characteristic of this method, a simple spreading of the gray-level his-

togram can have a remarkable effect on the output image.
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Figure 2.7. Examples of images before (left) and after
(right) histogram equalization.



Although, as shown in Fig. 2.7, histogram equalization can yield

excellent enhancement results, this approach often falls to bring out

high contrast details in an image. An example of this is given lh Fig. 2.8.

The image on the top left is the original and the image on the top right

is the result aft'-er histogram equalization. For all practical purposes,

this result is of little use because it failed to bring out the obscure

side of the knight. The image displayed at the bottom of Fig. 2.8 was

obtained by interactive histogram specification [17]. It is noted that

the detail on the obscure side of the knight was vividly brought out by

this approach.

2.4 Sejmentation

Segmentation is the process that breaks up a sensed scene into its

constituent parts o!- objects. Virtually hundreds of segmentation algo-

rithmns have been proposed in the literature over the past fift~een years

[18-20]. Not surprisingly, this is still an active area of research be-

cause of its importance in any practical scene analysis application.

Since what we as humans defirie as objects in a scene is the result of

mental processes that are not well understood, present analytical techni-

ques for extracting structural information from pictorial data are

necessarily heuristic in nature and very much application oriented. The

segmentation problem is further compounded by a lack of parallel process-

ing approaches which would allow the system to perceive a scene in a global

way. Thus, most segmentation algorithms in use today are oriented toward

processing small regions in an image, with the limiting special case of

point-by-point processing techniques.
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Figure 2.8. Original image (top left) and results after
histogram equalization and histogram
specif ication.
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Algorithms for segmentation range from thresholding (21, 22) and line

detection techniques (3], to region growing, merging, and splitting [23,

24) using features such as texture and local contrast differences. Attempts

to incorporate some degree of contextual information into the segmentation

process include the use of relaxation techniques [25), plan-guided

analysis [26- 28], and the use of semantic information [29].

Basically, segmentation techniques may be classified as either edge-

based or region-based [3, 30, 31]. The former extracts edges according

to the local properties of an image, such as gradient or Laplacian pro-

perties and is often sensitive to local noise. The edges produced are

usually broken and difficult to use for object location. The region-

based methods exploit the global properties of the images in segmentation

(e.g., histogram analysis), and are more stable. An advantage is that

edges which are region boundaries are naturally closed. The closed edges

are often also more suitable for shape description or vertex location.

However, peri.. %- region segmentation is rarely obtained through global

methods such as histogram analysis. The principal problem is that false

regions may also be detected along with the true object regions due to

the imperfection of a threshold selection or variations in scene

illumination. I
Previous .ffor,. segmentation using local edge information have

useda threshold selected from the image histogram according to the

Laplacian properties of an image [21]. This technique was reported to

be successful for bim( histogram segmentation. However, the selection

of multiple thresholds on a multimodal histogram is often crucial in

scene segmentation. The mode method [32] in which the thresholds are
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set at the minima between the modes of the histogram has been used suc-

cessfully in segmenting images of white blood cells. The method involves

histogram smoothing, mode searching and threshold setting. For natural

scenes, too many regions are often segmented if the histogram has not been

smoothed and too few regions are detected if the histogram has been

overly smoothed. There are two ways to improve the segmentation results,

splitting the regions [22,, "33] due to oversmoothed histograms or merging

-the false regions due to undersmoothed histograms [23]. The former is a

top-down segmentation method. The regions resulting from oversmoothing

must be divided or split into subregions. The latter is a bottom-up

segmentation method; the regions resulting from undersmoothing the

histogram must be merged together. Eith'er the top-down or the bottom-up

approach will improve the segmentation results of the mode method.

For a scene with solid objects, the edge intensity between two

regions located on the same surface in the scene is much weaker than

that between two different surfaces, Based on this property, two regions

with weak adjacent edge intensity are very likely to be on the same

surface and need to be merged. On the other hand, two regions with

strong adjacent edge intensity are likely to be on different surfaces

and should remain separate. Therefore, the local edge intensity at the

adjacent boundaries of two regions can be used as a merge criterion for

bottom-up segmentation. The edges which have magnitude greater than a

preselected percentile on the edge intensity histogram are considered

as strong edges. A group of regions being merged are said to be in an

equivalence class under this merge criterion.
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The basic techniques involved in segmentation are Illustrated in

this section by means of a procedure which combines global and local

information. The techkique, called Global-Local-Edge-Coincidence (GLEC),

is basically a split-and-merge segmentation method. The results of GLEC

appear equivalent to selecting thresholds on a multimodal histogram;

however, the processing method is designed to find the equivalence

classes of the atomic regions which are generated by an undersmoothed

histogram segmentation method according to a reference map consisting of

the "E.xpected" region boundaries. The expected boundaries are located

using local edge information. The reference map is produced by binary

correlation of the strong local edges with the atomic region boundaries of

the image. AlthouUh edges are used to discuss the map generation, r t her

features in an image, such as region contrast and texture similarity,

may also be used to generate the referenrte map.

2.4.1 Segmentation Using a Reference Map

Image segmentation can be considered as a problem of partitioning

an image into subsets by defining an equivalence relation on the pixels

in the image array such that all the pixels in a region will be in an

equivalence class [33, 343. To segment an image from the given region

boundary map is equivalent to partitioning the non-boundary pixel subset

of an image by using an equivalence relation. Consider a set of bound-

ary pixels Bb and a set of non-boundary pixels Bn in an N X M array S.

Then

S = Bb U Bn (2.4-1)
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If a subset RIof Bnsuch that the elements pils P12 *... pit i0

are in an equivalence class, i.e., pU1 ~ .p19t where %, is an equivalence

relation among the non-boundary pixels in Bn then pilt P12 s ... bPi

are the interior pixels of region I1. If k equivalence classes can be

partitioned in Bn), then there will be k regions in the image S and

B n = U R.1 (2.4-2)
1=1 ,k1

An equivalence relation can be defined on the non-boundary pixels:

two pixels p and q are said to be equivalent to each other if no edges

can be found between them. It is obvious that all the interior pixels

of a region will be in an equivalence class. After all the interior

pixels of the regions are determined, the segmented image can be ob-

tained by splitting and merging the boundary pixels in B b to all the

regions R..' A boundary pixel is merged to a region which has more

interior pixels adjacent to it. If two regions have the same number

of adjacent pixels to a boundary pixel, then this pixel will be merged

to the one with highest priority. The merging priority is assigned

according to a clockwise sequence, as shown in Fig. 2.9.

The foregoing concepts may be illustrated by the following example.

Figure 2.10 is a given region contour map. The shaded area in

Fig. 2.10 represents the given region contour of the image. If the non-

boundary pixels are labelled according to a top-bottom and left-right

manner, it is clear that pixel I is equivalent to pixel 2 and is also

equivalent to pixel 3 since the equivalence relation is transitive.

Also note that there are three equivalence classes in Fig. 2.10 which
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Figure 2.9. The merging priority.

1 13 1622 293133363941437

2 141723 441

3 ,!151824 45.

4 8 1925 371 46!
5 9 2026 47i

6 10 261 27 48;

7 1112 28303235 38404249;

Figure 2.10. Example of segmentation by using a given region
contour map. T he shaded area are the region
contours.
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have been relabelled in Fig. 2.11. The final segmented results can be

obtained by splitting and merging the given contour of Fig. 2.11, as

shown in Fig. 2.12. This result shows that if the region boundaries can

be determined from an image, then segmentation may be reduced to a pro-

blem of finding the equivalence classes by using these boundaries as a

reference. In the next section, a method using Global-and-Local. Ecge-

Coincidence will be described to generate the expected region boundaries

of the objects in the scene.

2.4.2 Generating the Boundary Map Using Global-Local-Edge-Coincidence

In a scene with solid objects, the edge intensity between two

regions located on the same surface of an object is much weaker than

that between two different surfaces. Based on this property, the edges

with high intensity (large gradient values) are the most likely object

boundaries. A comparison study of several edge detectors [35] showed that

the 10 to 20 percentile of high-intensity local edges are meaningful and

visually perceptible in many images. Also, the majority of object bounda-

ries are among the meaningful edges. Selecting a percentile in the edge

intensity histogram to obtain all the object boundaries is scene-content

dependent. A trial and error method is usually required. Whenever a

threshold is set in the edge-processed image, some of the local line

edges will also be segmented along with the object boundaries. Also, the

edges corresponding to the object boundaries in the thresholded edge map

may not be the closed edges due to nonuniform surfaces or uneven illumi-

nation of the object in the scene. For broken boundaries, the segmenta-

tion method described in Section 2.4.1 will generally fail because the
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Figure 2.11. The three equivalence classes of Fig. 2.10.
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1 22 22 2222222

1 1 2 2 2 2 222 22 22

1 1 2 2 2 2 233 33 22

1 11 2 2 2 233 33 22

1 1 1 2 2 2 233 33 22

1 222 2222222

1 1 2 2 222 22 22

rigure 2.12. The final segmented results by splitting and
merging the shaded area of Fig. 2.10.
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nonboundary pixels of two surfaces may be classified as one equivalence

class due to the transitive relation at the broken boundaries.

One of the common features in a scene with solid objects is that

the area of the object boundaries is usually smaller than that of the

surfaces. The image intensity of the object boundaries often corresponds

to the minima in the intensity histogram [32]. Therefore, the mode method

is ;;Pplicable for segmenting the object boundaries; however, the thres-

hold setting of the histogram depends on the degree of smoothing. In addi-

tion, even if an appropriate threshold segments a meaningful region in an

image, it may also generate a false region at another part of the image.

For instance, the window of a building may be segmented by setting a

certain threshold in the histogram; a false region may also be generated

on the roof due to the same threshold. However, if the histogram is

undersmoothed, too many regions will be generated due to over-specifying

the thresholds in the histogram; the real object boundaries are still

contained in the segmented region boundaries or portions of the region

boundaries of certain regions. The object boundaries will be generated

if those false region boundaries can be eliminated. In order to avoid

ambiguity, the regions which are segmented by using the mode method are

called atomic regions, The boundaries of the atomic regions are called

atomic region boundaries or global edges in the following discussion.

Since both the global edges and the strong local edges contain the

real object boundaries, it is appropriate to use this information to

produce the "expected" region boiundary map. Experimental results show

that muist of the object boundaries corresponding to global edges will

match the strong local edges in the vicinity of one pixel. By using
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this property, the region boundary map may be determined in the following

way.

All the atomic regions are first labelled according to a top-bottom

and left-right sequence. Boundaries of all the atomic regions are then

detected and correlated with the local edge information. Assume that

R(i,j) is a region-image array and E(i,j) is a local-edge array. Let

R(i,j) = 1 for all the atomic boundary points in R and E(i,j) = 1 for

all the edge points in E if E(i,j) > T. All other entries in R and E

are zero.

Then a binary reference map CT is generated according to the

following zalculation:

CT(i,j) = R(i,j) • [E(i,j - 1) + E(i + l,j) + E(i - l,j)
(2.4-3)

+ E(ij + 1)]

where • is the logical AND and + is the logical OR. It is noted that

CT(i,j) is the binary cross correlation result of the atomic region

boundaries and the intensity thresholded local edges with their four

adjacent neighbor pixels. T is a selected threshold of edge intensity

in the edge-processed image.

Next, a coincidence test of the adjacent edges between the atomic

regions is used to produce the expected region boundary map and provide

the merge information for segmentation. Consider Auv as the adjacent

edge between region u and region v consisting of k boundary points, such

that

Auv = {pl'P2, ... , pi} (2.4-4)
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Let

Ql CT Pi (2.4-5)
i-1

Then Q is the percentage of match of the adjacent edge Auv with the

reference CT. The entire adjacent edge of the atomic regions will be

retained in the expected region boundary map if Q > T . Atomic region u

and atomic region v are assumed to be in the same equivalence class and

will be merged together if Q < TV, where TC is a number that defines the

acceptable threshold of the percentage of match in the coincidence test.

This test is conducted on all the adjacent edges of the atomic regions

until the expected region boundary map is produced., Then the segmented

picture may be produced by finding the equivalence classes using this

generated region boundary map as a reference.

The procedure for generating the region boundary map using the

global-local-edqo-coincidence may be illustrated by the following example.

Assume that four atomic regions are segmented, as shown in Fig. 2.13. The

shaded area shows the atomic region boundary pixels. The boundary

pixels adjacerlt to ab, bc, de, df are the adjacent edges of region 1 and

region 3, region land region 2, region 2 and region 4, region 3 and

region 4, respectively. Further, assume that the strong edges of 'he

image are shown in Fig. 2.14. Then Fig. 2.15 shows the result of binary

correlation of Fig. 2.14 with the atomic region boundaries uf Fig. 2.13.

Figure 2.16 shows the expected region boundary map after the GLEC test.

Using this boundary map as the reference, region 1 will be merged with

I
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Figure 2.13. Four atomic regions we shown In this figure.
bbc,de, and df are the adjacent edges

between region 1,3; 1,2l 2,4; and 324,
respectively.

D-B
-4~

Figwe 2.14. The shaded area shows the strong edges.
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Figure 2.15. The result of binary correlation of

the atomic region boundaries with

the strong edges.

Figure 2.16. The region boundary map after the
GLEC test.
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region 3. Figure 2.17 shows the final segmentation results. Note that

edges A, B, and C in Fig. 2.14 are the strong local line edges.

2.4.3 Selection of the Local Edge Operator

The majority of edges in an image can be detected by a gradient or

modified gradient edge operator. The edge detection approach discussed

in this section is based on the Sobel operator [3]. This particular

operator has been shown to be quite useful in a number o* comparison

experiments involving a variety of edge detectors [35, 36].

2.4.4 Data Structure for Boundary Pixel Storage

The adjacent edges may be used in the coinciuence test to determine

how to merge the atomic regions. The data points of the adjacent edges

can be stored by using a three-level hierarchical structure, based on

the indexed address and the stored record address concepts to assure

efficient use of memory. The atomic regions are first labelled by a

sequence of numbers according to a top-bottom and left-right manner.

The first level of the structure is a one-dimensional array. The

location i of this array stores an index address which points to a

location on the second level of the structure, which is a two-dimensional

array. In this array, the region label of a region adjacent to region i

is stored in the first row and the address of the corresponding boundary

points of the adjacent edges is stored in the second row. If more than

one region is adjacent to region i, the region labels of these adjacent

regions and the addresses of the correspondingj boundary points of the

adjacent edges may be sorted and stored consecutively in this array. An

end mark is inserted to separate the adjacent region labels and the
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Figure 2.17. The final segmentation result.
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addresses of the corresponding boundary points of two regions. The

third level of the structure stores the boundary points of the adjacent

edges which are addressed by the second level of the structure. Each

boundary point set of adjacent edges is also separated by an end mark. The

data structure is illustrated in Fig. 2.18. Region i is adjacent to region

J and region k; the addresses of P and Pkare the locations of the

boundary point set of the adjacent edges A ii and A ik at the third level

of the data structure.

2.4.5 Tracing the Adjacent Edges of Regions

Four-connective adjacency may be used for classifying the interior

pixels and the boundary pixels of a region. A pixel in a region is

classified as an interior pixel if all of its four most adjacent neighbor

pixels have the same region label as this pixel; otherwise, it is a bound-

ary pixel. However, eight-connective adjacency can be used for tracing

the adjacent edges between the regions. An eight-word buffer is used to

store the region labels of the eight adjacent pixels of a boundary pixel.

The region labels stored in the buffer indicate the region to which this

boundary pixel is adjacent. Each boundary pixel may be adjacent to more

than one region; however, only the boundary pixel of a single-pixel

isolated region may be adjacent to eight different regions simultaneously.

The boundary pixel and the adjacent region labels may be sorted and

stored in the previously mientioned data structure.

2.4.6 Partitioning the Atomic Regions into Equivalence Classes

The boundary point set of the adjacent edges between two regions

mray easily be retrieved from the data base. If the adjacent edges of
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Location
1 2 3 I I " region labels

i I I i- , IF, . .- , .1- I--l1 Indexed address
First level

E: end mark

adjacent region

Location F, F1  labels

E J It Ej E in E .

,..,E Pi Pk E.d, E Pa Eo,
Second level address of the

boundary points

Location P1  Pk PM

ET E. ... _ E.. E
Third level

boundary points of the adjacent edges

Figure 2.18. The three level hierarchical data
structure for storing the boundary
points of the adjacent edges.
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these two regions satisfy any of the criteria specified in GLEC test,

they are in the same equivalence class and need to be merged together.

To partition the equivalence classes in a set is a problem of determining

the transitive closure of a set £37). In graph-theoretic terns, all the

elements in an equivalence class which are strongly connected in a graph

may be considered as a supernode and replaced by a proxy element [38].

In GLEC, this is equivalent to designating a new label to replace all the

old atomic region labels in an equivalence class. An efficient algorithm

is presented in this section to partition the atomic regions into

equivalence classes and relabel these classes at the same time.

This algorithm uses a one-dimensional array for which location i

stores the class label which indicates the equivalence class to which the

region belongs. Assume that the class label of region Ri is L Before

the GLEC test, an i is stored in location i since all the atomic regions

are in different classes; the region label is used as the class label.

Since the adjacent edges are stored in a sequential linear list, the GLEC

test will be sequentially processed region by region, starting from

region one. Also, the adjacent edges of Auv and Avu are processed simul-

taneously in the GLEC test. The atomic region may be classified into the

equivalence classes due to the transitive nature of an equivalence relation

by the following decisions:

1. For R R , if u > v, let i = v, j = U; otherwise j = v,
iu.v

1 = U.

2. For L. < Li, and L. = j,then Lj = Li, go to 6.

3. If L =Li, go to 6.

4. If Li < L. and L. # j, for all n let Ln = Li if L = Lj; go

to 6.
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5. IfL i <L j for all n let L. = tj if Ln - LI*

6. Next equivalence relation.

The final step is to reassign the class labels in the array to a

sequence of numbers. A simple example may be used to illustrate these

steps. Assume that the following sequence of relations are obtained

through the GLEC test: R, -R2, R1 ý R4 , R3 ". R8, R5 " R6, R5 -. R9, R6

R9, R7 ', R8, R8 N R9 . Then, Fig. 2.19 shows the sequence of the classi-

fication results. There are two equivalence classes in this example:

Rl - R2 - R4 and R3 ,. R5 , R 6 R7 - R 8 R 9

2.4.7 Merging Small Atomic Regions Which are Coincident with Strong
Local ZdgE

As previously described, the region boundary map may be produced by

the coincidence test of the global and local edges. However, some of

the small atomic regions may not be merged if the entire region or a

great portion of this region is coincident with the strong edges. As

a result, the resulting region boundary map will always contain the

region boundary of these small atomic regions. These atomic regions

may be considered "false" regions since they are at the same location as

the strong edges. To merge these small regions, the following decision

rule is used. If the overlapping area of a region and the strong edges

is greater than a threshold, then this region will be merged to an adja-

cent region with the smallest contrast from it. The contrast of the

two regions is defined as the absolute difference of the average gray

level of two regions.
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1 2 3 4 6 6 7 S 9 Region Labels

Start L~S 4ý X51617 ISj . Class Labels

• ,,,67 8 E ......... Usngstop,2

RiR 1 I7 E ....... Using step 2
R.. ... .. R 1 1 V11 g.U

R,1 1567391E......... Using step 2

R5sR -!1 3 1as" .• "'" Using step 2

"Re ~R9 J 1111155-7 73 E' Using step 3

R7T0iqRs iI 3 1. 515 3 35 E• ...... Using step 5

Rl R0 1 1 31 31 {3 3j 3 E ......... Using step 4

Reassign 12111212 1221P ....... FinalClassLabel*
Class Label . t _ _ _.._

Figure 2.19. An example of classifying the
equivalence classes of regions.
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2.4.8 Adjusting the Region Boundaries

The global edges and the local edges are assumed coincident to each

other if either one matches the other in a four-connective manner.

Therefore, the worst case of the result using the previous steps will be

that some of the adjacent edges will be two pixels away from the real

object boundaries (or the strong edges). A better match may be obtained

by shifting and merging the boundaries between two regions. As shown in

Fig. 2.20, let A = {a,b,c,d} and A vu={a',b',c',d'}. Then,the region

boundaries of region u and region v will still be considered as coincident

with the strong local edges, shown as the cross-hatched area of Fig. 2.20,

since one of them (A vu) is four-connective adjacent to the strong edges.

However, the boundary points of Auv are two pixels away from the strong

edges, and those of Avu are one pixel away. Therefore, it is appropriate

to shift the boundaries of Auv such that a better match of the global

edges and the local edges may be obtained. In GLEC, a shift test is

performed on the two related adjacent edges, i.e., Auv and Avu of region

u and region v. This test results in a shift of one of the adjacent

edges, Auv, to improve the percentage of complete match of the global

edges and the local edges. It is evident from Fig. 2.20 that Avu will

have a higher percentage of the one pixel away global-local match edges

than Auv of region u and region v. This test results in a shift of one of

the adjacent edges, Auv, to improve the percentage of complete match of

the global edges and the local edges. It is noted in Fig. 2.20 that Avu

will have a higher percentage of the one pixel away global-local match

edges than A uv. The points of e, f, g, h and e', f', g', h', are the

interior points of region v; therefore, if the initial boundary points
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Figure 2.20. Shifting the adjacent edges of two

regions will result in a better match
of the global edges and the local
edges.

If
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of region v, i.e., points a', b', cl, d', are meroed to region u, this

will result in a better match of the global edges and local edges. The

same test is applied repeatedly until no further improvement can be made

at these adjacent edges of region u and region v. The final adjacent

edges of A uvwill contain the poinits of e, f, g, h, and A VUwill contain

e, fV, g', h'. By applying this method, the final region boundaries

will have a better match with the strong local edges.

2.4.9 Examples of Segmentation Using the GLEC Technique

Four images are used in this section as examples for low-level object

location using GLEC segmentation. These images include blocks, a build-

ing, aerial photographs, and a computed tomography image of a chest

section.

The atomic regions for GLEC segmentation were generated by slicing

the intensity histogram of the image into bands at its local minima,

which were determined in the following way: The histogram was first

slightly smoothed by an exponential filter in the spatial frequency domain

[3]. The decay constant of this filter was set at 50 for all the segmen-

tation exampies in this section. The points with more than two consecu-

tively increasing and decreasing values (i.e., up-up-down-down) were

selected as the local maxima. The local minima were searched and set

between the local maxima. The adjacent pixels were merged into an

atomic region if the intensity level of these pixels corresponded to

the same band in the intensity histogram. A region label was assigned

to each atomic region using a region-growing technique [3]. This region

label represents the subordination of a pixel to the atomic region.
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The threshold for segmenting the local edges is scene-content

dependent. It varies for different scenes. The histogram percentile

chosen for segmenting the strong edges varied from 12% to 30%, depend-

ing on the complexity of the scene content. For segmenting these scenes,

only a single pass of GLEC method was applied.

A simple scene I-onsisting of a block, a cylinder and a triangular-

block-section is shown in Fig. 2.21(a). After applying the mode method,

the scene was segmented into atomic regions. Figure 2.21(b) shows the

outer boundaries of the atomic regions. Note that there are many false

regions segmented which need to be merged. The first step is to split

and merge the pixels of the small size regions to the most adjacent

region of these pixels. This split-and-merge step may be considered as

defining the resolution of the GLEC segmentation. For instance, split-

ting and merging the atomic regions with size less than 3 pixels in

Fig. 2.21(b), resulted in 183 such regions. Then these atomic regions

were labelled according to the top-bottom and left-right sequence dis-

cussed previously. At this point, a region boundary map is required to

start the GLEC segmentation. Figure 2.21(c) shows 14% of the highest

intensity edges in the scene. Figure 2.21(d) shows the result of a

binary correlation between 2.21(b) and 2.21(c). Then a coincidence test f
was conducted such that if the match of the adjacent atomic region bounda-

ries and the edges in Fig. 2.21(d) was higher than 95%, the whole adja-

cent atomic region boundaries was retained; otherwise, they were eliminated.

Figure 2.21(e) shows the "expected" boundary map of the three objects in

this simple scene. Notice that if a lower percentage (<95%) were

selected, the shadow of the block might be segmented as well. The atomic
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Figure 2.21. (a) Original Image. (b) Outer atomic regions.
(a) 14% of the Ihighest Intensity edges. (d)
Binary correlation results of (b) and (c).
(e) Region boundary map. (f) Segmentation
results using the boundary map. (g) Oier
region boundaries of (f). (h) Segmentation
results after morging the small regions on the
object bercer with the lowest contrast.
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regions were then n~erged using procedure in Section 2.4.6 end tile boundary

map of Fig. 2.21(e). Figure 2.21(f) shows the result Figure 2.21(g)

shows the outer region boundaries of Fig. 2.21(f). Note that the small

regions on the object borders cannot be merged no matter what threshold

for the percentage of match is used since all the adjacent edges are

completely coincident with the strong local edges. These small regions

"are most likely false regions since they are at the same location of the

strong local edges. These regions should not be any object surfaces and

need to be merged. These small regions were then merged to their adjacent

regions with the lowest contrast using the procedure described in

Section 2.4.7. Figure 2.21(h) shows the final segmentation result. One

can find that the only distortion of this segmentation result is that a

small portion of the shadow is merged with the lower corner of the block.

All the objects in the scene have beeit segmented.

As another illustration, a scene consisting of a man-made object and

natural objects was segmented. Figure 2.22(a) shows an image of a

building, with trees and shrubs growing around the structure and along

the sidewalk. The sign of the building is clearly seen. There is a

shadow of the trees on the sidewalk. Figure 2.22(b) shows the outer re-

gion boundaries after this image was segmented by the mode method.

Figure 2.22(c) shows the 30% of the highest intensity Sobel edges.

Figure 2.22(d) shows the results after the GLEC segmentation. The thres-

hold of percentage of match in the GLEC test was 75%. In Fig. 2.22(d),

the windows, the door, the sign and the sidewalk ha4e been clearly

segmented. The shrubs beside the sidewalk have been merged with the

building since no strong edges are between the building and the shrubs.
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Figue 222.(a) Orgnl(b)Otraomcrgos.()3%o

the highest intensity edges. (d) Results of
sagmer~tatiofl. (e) Outer i-egion boundaries of (d).
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Figure 2.22(e) shows the outer region boundaries of Fig. 2.22(d). Most

objects in the scene are well-segmented.

GLEC segmentation may also be applied to edge linkage. The global

edges or the region boundaries are used to link the local edges. Edge

linking usually involves the steps of thinning the edges and determining

the edge orientation by a set of compass masks [41]. Linking the edges

using the global edges has several advantages. The edges which are GLEC

edges are stabl2, strong edges. The edges have the same thickness since

they are composed of the inner region boundaries. The structural rela-

tionship and the geometrical relationship of the edges are retained since

all of them are connected. Any one section or many sections of edges

between two junctions of the edges can be extracted since they are the

adjacent edges of two adjacent.-regions. As an example, a portion of a

strip of an aerial photograph is shown in Fig. 2.23(a). Figure 2.23(b)

shows the outer region boundaries after they were segmented by the mode

method. Figure 2.23(c) shows 12.5% of the highest intensity edges and

Fig. 2.23(d) shows the final segmentation result us-Ing 65% as the percent-

age of match in the GLEC test. Comparing Fig. 2.23(c) and Fig. 2.23(d)

one may easily find that most of the strong local edges are linked by

using the global edges. Therefore, the threshold of the local edge

intensity may be considered as a specification for the strong edges, and

the threshold of the percentage of match can be a specification for edge

linkage. Figure 2.23(e) shows all the inner region boundaries of

Fig. 2.23(d). In this example, all the major regions have been well-

segmented, except in the lower left corner of the upper section of the

strip; a forest versus field region was merged due to the weak edge
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intensity at the region border. However, as shown in the following

section, this region still can be segmented by using a sequential GLEC

procedure.

2.4.10 Sequential GLEC Segmentation

In some cases, the global edges and the local edges are distributed

as shown in Fig. 2.24. Assume that 60% is used as a criterion for defin-

ing a match of the global edges and the local edges in the GLEC test;

then the following equivalence relation may be found from Fig. 2.24:

Rl u R2, R2 - R3, R3 - R4. Since the relation is transitive, then all

the regions will be in the same equivalence class. As a result, all of

the regions will be merged together. However, if a sequential procedure

is designed in such a way that the GLEC algorithm is applied iteratively

according to a match percentilesequence, say, Tcl = I0%, Tc2 = 60%, then

three equivalence classes will be partitioned: R,, R2 - R3, and R4.

It is obvious that the latter result is more reasonable than the former

one.

Application of the sequential GLEC procedure to the upper section of

the aerial photograph of Fig. 2.23(a) resulted in Fig. 2.25(h). Note that

all major regions corresponding to different materials were segmented.

Figure 2.25(c) shows the region boundaries, and Fig. 2.25(d) shows 20% of

the highest intensity edges for the reference map. Since the adjacent

boundarydataof the segmented regions is recorded in GLEC segmentation,

the edges may be selected by section from the image based on certain

features along the location of the boundary points. For example, certain

boundary sections are selected, as shown in Fig. 2.25(e), if the region

contrast is higher than 32, and in Fig. 2.25(f) i higher than 58.
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(a) (b)

Figure 2.23. See next page for caption.
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Figure 2.23. (a) Aerial image. (b) Outer atomic
regions. (c) 12.5% of the~ highest
intensity edges. (d) Segmentation
results. (e) Outer region boundaries
of (d).
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Figure 2.24. Example showing the need for
sequential GLEC segmentation.
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:1 (a)(b)

¶ (c)(d)

Figure 2.25. (a) Section of an aerial photograph. (b) GLEC
segmentation. (c) Region boundaries of (b). (d)
20% of the highest intensity edges., (e) Selected
edges with a contrast difference higher than 32.
Mf Selected edges with a contrast difference
higher than 58.



51*

The region contrast is defined as the difference of the mean intensity

level between two adjacent regions.

The above examples show that significantly improved results may be

obtained by using the GLEC segmentation method. As with most segmentation

methods, thresholds must also be used in the GLEC segmentation. Three

thresholds are used in the method: a threshold for extracting the eApected

object borders from a local edge.,processed image, a threshold for defining

the percentage of connectivity of the strong local edges to be considered

as valid object borders, and a threshold for merging the small regions

which are at the same location as the strong edges.

The first threshold is defined by how strong the edges in a scene

will be considered as the object borders. If the threshold is set too

low, some of the object borders will be missed. If the threshold is set

too high, many noisy local edges will also be extracted along with the

object borders. Both cases will induce errors in GLEC segmentation.

Usually, usinga threshold corresponding to 10% up to 30% of highest

intensity edges in the scene will be acceptable. In general, selecting

a good threshold is scene-content dependent. A trial-and-error method may

be required. However, selecting the threshold in a local edge-processed

image is still an open problem in image processing.

The second threshold in GLEC defines the percentage of match in the

GLEC test and is equivalent to defining the percentage of connectivity

of the local edges to be considered as the valid object borders. Usually,

selecting a threshold not lower than 65% will be acceptable.

The third threshold defines the percentage of overlapping area between

a region and the strong edges which must be exceeded to be considered as
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a valid region. Usually, selecting a threshold lower than 20% will be

acceptable. In other words, a region which overlaps more than 80% with

the strong edges will be merged.

The atomic regions are generated by slicing the histogram at its

valley. If the histogram of an image appears unimodal or uniformly

distribute~d, an edge-preserving smoothing algorithm may be used as a pre-

processor. The histogram of the smoothed images usually will appear-

multimodal [43, 44] and the GLEC algorithm will be applicable.

Edge information indicates a step change, and the step change of the

object surfaces will normally produce edges. Some of the obj~ct surfaces

may riot be bounded by the intensity step edges, such as curved surfaces;

however, the silhouette of the entire Ob~ect may still show intensity

step changes, and the object may still be segmeneted. Certain scene

regions, such as trees on radar images, may be segmented hy using tex-

ture changes, rather than intensity changes.I

2.5 Recognition

Recognition is basically a labelling process; that is, the function

of recognition algorithms is to identify each segmented object in a

scene and to assign a label (e.g., road, vehicle, building) to that

object. The design of recognition procedures for scene analysis consists

of two basic steps: selection of a set of shape descriptors, and

selection of a classification strategy.

2.5.1 Shape Descriptors

The principal descriptors used in scene analysis are based on shape

and amplitude (e.g., intensity) information. Shape descriptors attempt to
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capture invariant geometrical properties of an object. This has been an

illusive goal which has led to an impressive number of proposed techniques

for shape description [45, 46].. Techniques for shape analysis and

description are eiiner globai (region) or boundary oriented. Global

techniques include poincipal axes analysis [3], texture [3, 47], two- and

three-dimensional momeot invariants [3, 48], geomeLrical descriptors

such as perimeter squared/areo and the extrema of a region [41, 49],

F.-I topological properties such as the Euler number [3], and decomposition

into primary convex subsets [50]. Boundary techniques are based on

thinned or skeletonized scene components [3, 47, 55]. They include:

Fourier desc,'iptors [3], chain codes [51, 52], graph representation (of

which strings and trees are special cases) [50], and shape nimbers

[123, 124]. Variatioiis and inconsistencies in shape are handled by the

use of models [53], "rubber masks" [122], relaxation [54], and syntactic

nniques [50].

Many shape analysis schemes are combinations of more than one of

these approaches. For instance, syntactic methods often employ a set of

productions in a pattern grammar to describe the global interconnection

properties of shape f~atures where the features themselves are primitive

components obtained by decomposition. One of the most recent syntactic

techniques [56] uses attributed shape grammars in which each nonterminal

or terminal component has an attached vector of features. Other recently

reported methods directly employ concepts of aFplied modern algebra to

develop structural models of shapes [53]. In this section we illustrate

procedures for shape analysis ranging from structural methods to more

traditional techniques based on Fourier and invariant moment descriptors.
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2.5.1.1 Structural Models of Shape

In this section we consider shape identification and matching techni-

que based on finite sets and relations on set elements. The procedure

requires that shapes of interest be described by discrete mathematical

models against which shapes whose classifications are sought can be com-

pared :53].

Formally, a shape description D = (N,T,G,P,R) consists of a shape name

N; a type T; a set of global attributes G; a set of primitives P; and

a set R = {R1, ... , Rkd of relatiotis on P such that, for each k, Rk
PNk x Lk where Nk is a positive integer and Lk is a set of labels. The

function of a shape description is to characterize a shape by its name,

type, global characteristics such as the number of primitives, and labeled

relations among primitives that embody the structures of the shape.

As an illustration, consider a block capital letter "E" as shown in

Fig. 2.26 for which the primitives are the pixel clusters 1, 2, 33, and 4,

and the intrusion clusters 11 and 12. The shape description suggested by

Shapiro [53] is D = ('E', letter, G,P{RI,R 2}) where

G {(number of simple parts, 4), (number of intrusions, 2)},

P {l,2,3,4,11,12},

R 1 {(ll.3,12,p), (12,3,11,p)},

R 2 { (1,11,2,i), (1,11,3,i), (11,12,3,i), (1,12,4,i), (2,11,1Ji),

(3,11,1,i), (3,12,1,i), (4,12 1ji)1.

G gives some global information about the formation of letter 'E', and

P contains the primitives. RI is a "protusion relation" in which the

entry (11,3,12,p) inuicates that a straight line can be drawn from a

boundary point on 11 through 3 to a boundary point on 12, or, in words,
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ECluster I

M Cluster 31 - Cluster 3

Cluster 4

II

Figure 2.26. Simple parts and intrusions for
prototype of capital letter 'E'.
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that simple part 3 pretrudes between 11 and 12. R2 is an "intrusion

relation" in which, for instance, the entry (1,11,2,i) indicates that

a straight line can be drawrn from a boundary po;nt on 1 through 11 to a

boundary point on 2, that is, that simple parts 1 and 2 touch or nearly

touch and form part of the boundary of intrusion cluster 11. The infor-

mation in R and R2 may be mote concisely represented by deleting the

entry labels, observing that symmetricity holds, and using the new

relations Rp = {(11,3,12)} and R.i {(l ,1l,2), (1,11,3), (1,12,3),

(1,12,4)).

As is the case for many pattern recognition tasks, shape analysis in

practice often requires that imperfectly fo.-med or noisy candidate shapes

be matched to perfect prototypes. The set of discrete shape descriptions

can be used with various algorithms that allow for different labelings and

relations in a candidate as compared with a prototype but for which the

fundamental structure of the shape is preserved.

For this purpose, a relational homomorphism is defined as follows.

Let R C AN x L and R' C BN x L be relations that attach labels to n-

tuples of elements from sets A and B respectively, and let h:A+B be a

mapping from A to B. Then h is a relational homomorphism if R o h C R'

where R o h = {(h(aI),h(a 2 ), ... , h(aN))I (a,,a 2 , ... , aN,) in R}. Two

shapes represented by labeled relations are said to match if a relational

homomorphism can be found from one representation to the other.

I As an illustration, let Fig. 2.26 together with relations R and Ri
p 1

defined above be the prototype shape description for the capital 'E'.

Suppose that Fig. 2.27(a) is a candidate shape and that the simple part

and intrusion clusters shown in Fig. 2.27(b) are obtained by preprocessing.
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A intrusion AA

Intrusion BO lntirusion CC
E I

(a) (b)

Figure 2.27. Candidate capital letter with simple
parts and intrusions.
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The compact representations of the intrusion and protrusion relations

with symmetric entries omitted are as follows for Fig. 2.27:

Rp2 = {(AA,C,BB),(AA,C,CC)},

Ri2= {(A,AA,B),(A,AA,C),(A,BB,C),(A,BB,D),(A,BB,E),

(D,BB,E),(D,CC,E)}.

For the candidate to match the prototype, there must be a relational

homomorphism h:{l,2,3,4,11,12}+{A,B,C,D,AA,BB,CCI. At least four such

mappings can be found and appear in Table 2.1. For h , for instance, we

have

Rp oh = {(AAC,BB)}

= {(hI (1l),h (3),h (12))}

RIc p2

and

R.ohI = {(A,AA,B),(A,AA,C),(A,BB,C),(A,BBD)}
1

= {(hl1 (1),hlI (11),hlI (2)),(hl1 (1),hlI (11),hl (3)),

(h1 (l),hl(12),h (3)),(h (1),h (12),h (4))}

ý ( i 2 'Note that only containment of Rp ohI in Rp2 and of RiohI in Ri2 is re-
R re-

quired to establish a match. Homomorphisms h3 and h4 establish a mirror

image type of match of candidate and prototype.

The developer of the prototype shape descriptions might deem various

entries in the relations more important than others and might require

that even a misshapen candidate match to at least a minimal degree. Let

w:R-*[O,l] assign weights in the interval [0,1] to entries in prototype

relation R such that
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X h(x) h2 (X) h3 (X) h4 (X)

1 A A A A

2 B B D E

3 C C C C

4 D E B B

11 AA AA BB BB

12 BB BB AA AA

Table 2.1. Four possible mappings.
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w(r) 1 (2.5-1)
r in R

then w is a weighting function for structure relation R. If h is a

relational homomorphism from a prototype to a candidate shape, then the

candidate is within c of the prototype if

I w(r) <
r in R (2.5-2)

r not satisfied by h

In other words, the sum of the weights of prototype relation entries for

which h does not establish a correspondence with candidate relation

entries must not exceed E: for a successful match to be declared. By

controlling the weights and e, the designer can control the quality with

which shapes are identified.

2.5.1.2 Shape Description Using Attributed Grajmma~rs

One of the major criticisms of the syntactic approach to pattern

recognitioo~ [57, 58] is that the process of extracting the primitives of aJ

pattern is separated from the process of structural analysis using a

grammar; that is, the act of scanning a pattern to identify its primitive

components usually is entirely completed before the attempt to parse the

pattern representation via a pattern class grammiar. The procedure

described in this section is based on attributed grammars in which

primitive extraction and syntax analysis can occur simultaneously [56].

This method uses semantic and syntactic information given respec-

tively by attributes of grammar symbols and by productions. An attributed

grammar can be considered to be a conventional context-free string
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grammar (see Section 2.5.2) to whose nonterminals and terminals value

attributes are attached. A parse of a string by an attributed grammar

can be successfully completed if (i) the string is syntactically correct

according to the productions, and (ii) the values of the symbols in the

string are acceptable according to the grammar's rules for attributes.

One can view the parsing of a recognizable string as a bottom-up construc-

tion of the string's derivation tree beginning with the terminals and

their attributes; on a step by step basis, in order to add another level

upwards in the tree, not only must a collection of tree nodes be

mergeable to a single nonterminal, but the value attributes of those

nodes must also generate an acceptable value attribute for the new non-

terminal. (The attributes are sometimes called "action symbols" because

an attributed grammar can be considered a syntax-directed translation

schema [58] by which an acceptable input string is translated into an

output action string to be executed on a computer.)

Shapes composed of curved line segments are treated as a line

segment primitive with four attributes. For segment p = X1X2 from

starti'ng point X1 to ending point X2, with length L and differential

eKment dk, these attributes are as follows:

=XlX2 the vector locator;

I

L =f di, the total length of the curve;
0

L
A = J f(t)dz, the total angular change along the curve; and

0

L S
S = f( f f(z)dz - -) ds, the symmetry measure

00 2

A and S are computed using
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angle between the tanget lines to the curve-
f()=lim 0 AZ AAt+ rL :ment at R T and k + j

We write D(p) = (t,LA,S) as the attribute values for curve segment p.

An angle primitive a is used to describe theconnectionangle between

two curves. Its attribute, D(a) = A, is the angular change at the conca-

tenation point of the two line segment primitives.

As an illustration, we take p = X1X2 in Fig. 2.28 to be composed

of P1 = X1X,3 and P2 = X3X2 " If this is part of a shape boundary, there

will be a production p -÷ p, a P2 in the shape grammar; and, in order to
4-)

use this proJuction in a parse, the attributes 0(pl) = (Ci,Li,Ai,Sl), D(P2 )
-)" -

(C2 "12,A 2,S 2 ), and D(a) would have to yield aitributes D(p) = (C,L,AS)

that are acceptable for the overall shape requirements. For a production

of this form, there is an additivity property for synthesizing the attri-

butes of p from those of p1 and P2 ; namely,

.Cl 4 C2 (in vector addition),

L = 1 + L2,

A = A1 + a + A2,

S= Sl + S2 + 1/2[(A1 + a)L2 - (A2 + a)Ll].

This property is associative.

A shape is represented as a string of curve and angle primitives that

define its bourndary. An attributed shape grammar for a shape labeled t

iV Gk (V s TV, Pt, S k) where V is the collection of nonterminals,

including starting symbol S2 ; T is the set of curve and angle primitives;

the productions in P2 have the form S2 - (XA)JXA and N - (XA)JX, N f S

for X being a single nonterminal or curve primitive, A an angle primitive,
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Figure 2.28. Curve primitive XIX 2 decomposed

into curve primitives X 1 X3 and X 3 X 2

and angle primitive a.
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and (XA)j denoting a sequence of j occurences of XA; and the synthesized

attributes attached to the nonterminal on the lefthand side of a produc-

tion are computed as described above. Figure 2.29 gives two shapes

for a BAC1ll airplane, and Fig. 2.30 gives a corresponding attributed

shape grammar.

2.5.1.3 Shape Description Using Fourier Coefficients

Fourier tranform techniques may be used for shape description and

classification in the following way. The boundary of a candidate shape is

determined and its Fourier series representation as a function of twu

variables, x and y, is computed; after frequency domain computations to

normalize the position, size, orientation, and starting point, the Fourier

descriptors are compared with those of standard, prototype shapes and

the best correspondence is selected as the classification of candidates

[3, 59].

As a practical aspect of the computation, the discrete Fourier trans-

form (DFT) is used for thex-y coordinates of a finite number of boundary

points taken as complex numbers x + fy and obtained by uniformly spaced

sampling. To normalize for size, one can multiply all Fourier coefficients

by that factor which makes the first coefficient F(l) equal to 1. To

normalize for orientation and starting point, one can adjust the phase

angles by a factor jo to produce standard phases for F(l) and the next

two largest coefficients. An advantage of Fourier descriptors is that

handling these aspects is much more convenient in the frequency domain than,

in the space domain.
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Figure 2.29. Two shapes using curve and angle primitives
for the BAC 111 airplane.
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Figure 2.30. Attributed shape grammar for SAC

III shapes.
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The question of how many OFT coefficients must be computed has to

be answered for each specific application. From the standpoint of

Euclidean analysis, an infinite Fourier series represents a function F

in area R by convergence in the mean; that is, letting Fk represent the

subseries consisting of the first k terms of the full Fourier series for

F, we have

lim 1 Fk - F 0 (2.5-3)
k-ýw

where the norm " is the mean-square measure.

1t Fk F I = (f[fk-(x,Y) F(x,y)] 2 dxdy), /2k J 'xy (2.5-4)

areaR

or its discrete summation analog for the DFT.

Since the infinite expansion is infeasible, a finite-dimensional

subspace must be chosen and should be as small as possible consistent

with the shapes to be dealt with. (Relatively few low frequency co-

efficients can characterize shapes that are grossly different, but the

differences between shapes that vary only in small details require the

information contained in higher frequency components.) The first K

descriptors, say FK$ define the projection of F onto a finite dimensional

subspace; and D = F - FK is the vector perpendicular to F's projection,

so that I DI0 is the distance from F to the subspace. To use this

method, one must therefore set K large enough to insure that 1I D 11 is

small enough for each possible candidate shape to yield an identifiable

representation of the original F.
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An illustration of the use of Fourier descriptors for shapes is

provided in Fig. 2.31. These four aircraft silhouttes were obtained in

the following way:

(1) The normalized discrete Fourier descriptors were computed for
512 points on the original silhouttes' boundaries.

(2) The 32 lowest frequency terms were retained and all others
were discarded.

(3) The inverse transforms of the modified 512-arrays were
computed and plotted.

The projections of the original silhoutte functions onto the subspace span-

ned by32 basis vectors in the Fourier series retain sufficient information

to give reasonable approximations for the classification of these shapes.

For line patterns not closed and not overlapping, as exemplified by the

numeral in Fig. 2.32(a), the shape should be traced once, then retraced

to form a closed boundary curve as in Fig. 2.32(b) where the normalize

starting point is at the endpoint of the numeral [60].

2.5.1.4 Shape Approximation by Moments

The method of describing the shape of an image or subimage by com-

puting moments is a scalar transformation technique. One of the advan-

tages of this method is that simple linear combinations of moments are

invariant under a number of similarity transforms, including translation,

rotation, and scale change [3, 48, 59, 61].

Let g(x,y) be the characteristic function of a shape in two dimen-

sions, that is, let g(x,y) be 1 for points within the shape boundary and

0 for points outside. The (pq)th moment of the function is

go
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Figure 2.31. St-OP611 Of four aircraft obtained
by inverse Fourier transforms
with 32 Fourier descriptors.
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Point

(a) (b)

Figure 2.32. Numeral and Its tracing to form
a closed boundary.
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g0

mpq f xPyqg(xy)dx dy (2.5-5)

for pq = 0, 1, 2,.... A uniqueness theorem [62] states that if g(x,y)
is piecewise continuous with a finite number of discontinuities and non-

zero values in the x-y plane, the moments of all finite orders exist and

there is a one-to-one corresponidence between the set of moments

{mpqI.pq ._ 0) and g(x,y). In fact, the moment generating function of

g(x,y),

M(u,v) = fo f® exp(ux + vy) g(xy) dx dy (2.5-6)

has a representation as a power series

"0 COU vq7

M(u,v) = I I Mi p V
p=O q=O

the coefficients of which are exactly the moments of the shape characteris-

tic function [59].

The zeroth order moment mi00 is the area within the boundary. mn10 and

m01 have the property that

_ mlO , - m in01  (2.5-8)

m 0 0  in00

are the coordinates of the shape's cEntroid. In general, the (p,q)th

order central moment of g(x,y) is

S= f" fU x - x)P (y - y g(x,y) dx dy (2.5-9)
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which, for a digitized Image, is computed discretely as

IApg = • • (x -j)P (y - y)q g(x,y) (2.5-10)
P9 x y

The normalized central moments, denoted by n__, are computed aspq'

11pq = W

for y 1/2(p + q), p + q = 2, 3, ..... From the nqpIs, a set of seven

values invariant- to translation, rotation, and scale change can be com-

puted as follows:

'l =n 2 0 + no2

=2 + 4n 2
(2.5-12)

I ~~~ •3=(3"3l)+ (3n2l + no3) 2

=3 (ni3 0 - 3nl2)+ ~2+

*4 (n3 0 + n12) + (n21 + no3)

- 3n 1 2 )(ni3 0 + n1 2 )[n 3 0 + n12 )2 - 3(n 21 + ]

+ (3n21 - o3)(n21 + n03 )[3(n 3 0 + n1 2 )2  (n21 + 2o3)2

b6 = (n20 - o2)(n3 + n12) - (n 21 + n03 ) 2)
(2.5-13)

+ 4nll(n 30 + n1l2)(21 + n03)

*7 = (3 n1 2 = n3 0 )(n 30 + n1 2 )E(n30 + n12) - 3(n 21 + n0 3 )]

2 2
+ (3n2l- n03 )(n 2 l + n0 3 )r3(n 3 0 + rnl 2 ) - (n2 + no0 3
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An illustration of these moment inyariants is given in Fig. 2.33.

The image in Fig. 2.ý3V() is reduced to half size in 2.33(b), mirror-imaged

in 2.33(c), rotated by 2 degrees in 2.33(d), and rotated by 45 degrees

in 2.33(e). Table 2.2 lists the corresponding values of Jl through p7"

There is reasonable agreement with the values for the original image, and

the major source of.error is said to be the digitized approximations of

continuously-valued functions [3].

2.5.2 Classification Strategies

Classification strategies may be subdivided into two principal

categories: decision-theoretic and syntactic (58, 74]. Decision-theoretic

techniques are based on the use of decision (discriminant) functions. Let

x = (xlx 2 ,.. .,Xn)T represent a column pattern vector with real components,

where xi is the ith descriptor rieasured on a given pattern. Since the

components of x are real-valued variables, it is evident that each compo-

nent of this vector represents a descriptor that can be expressed in terms

of a scalar quantity (e.g., area). GivEn M pattern vector classes, l 1

(4""'9MI the decision-theoretic approach consists of identifying M

decision functions dl(x,d 2 (x),...dM(x) with the property that, for any

pattern x* from class wi, di(x*) > d.(x*), j = 1,2,...,M,jfi. (he objec-

tive is to find M decision functions such that this condition holds for

all classes with minimum error in misclassification.

Central to the decision-theoretic approach to pattern recognition

is the concept of learning. Suppose that decision functions are expressed
K

in the form di(x) = k Wik~k( ), where the w's are coefficients and the

,'s are known functions of x (e.g., polynomial functions). Then, learning
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Figure 2.33. (a) Original image, (b) half size, (c)
mirror Image.
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Figure 2.33. Continued. (d) Rotated 2 degrees,
(e) rotated 45 degrees.



lnvariat Original Half size Mirrored Rotated(2?) Rotattd(45')(102)

%01 6,249 6.226 6.919 6.253 6.318
%02 17.180 16.954 19.955 17.270 16.803

o3 22.655 23.531 26.689 22.836 19.724

Sp4  22.919 24.236 26.901 23.130 20.437

WS 45.749 48.349 53.724 46.136 40.525

06 31.830 32.916 37.134 32.068 29.315

SP 45.589 48.343 53.590 46.017 40.470

Table 2.2. Moment invariants for original and processed images.
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in this context refers to the use of training patterns (i.e., pattern

vectors whose class identity is known) to obtain the coefficients of the

decision functions via the utilization of training algorithyns. When the

class identity of the pattern vectors is not known, the learning is said

to be unsupervised.

Given M decision functions of the form described above, it is
k

noted that values of A for which d.(x) = d4 (x) (or I w kik(x) -

K k=l
I wjkek(x) = 0) describe a hypersurface which partitions classes wt

and wi. Thus, the decision-theoretic approach to pattern recognition

may be viewed as the set of procedures which partition the pattern space

by means of hypersurfaces. An optimal procedure is one that yields the

lowest recognition error in achieving this partition.

Syntactic methods are based on the use of concepts from formal

language theory [58]. The bpsic difference between decision-theoretic

and syntactic pattern recognition is that the latter explicitly utilizes

the structure of patterns in the recognition process. Decision-theoretic

approaches, on the other hand, deal with patterns on a strictly quanti-

tative basis, thus largely ignoring interrelationships between the com-

ponents of a pattern. Of course, the existence of a recognizable

"listructure" is essential for the success of the syntactic approach. For

this reason, syntactic pattern recognition research has been largely

confined thus far to pictorial patterns which are characterized by

recognizable shapes, such as characters, chromosom.s, and partic zoll-

lision photographs.

As a way of introduction to this area, consider the following defini-

tions: An alphabet is any finite set of symbols. A sentence over an
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alphabet is any string of finite length composed of symbols from the

alphabet. For example, given the alphabet (0,1), the following are valid

sentences: {0,1,00,01,10,...}. The terns string and word are also

commonly used to denote a sentence. The sentence with no symbols is

called the empty sentence, x. For any alphabet V, we use V* to denote the

set of all sentences composed of symbols from V, including the empty

sentence. The symbol V+ denotes the set of sentences V* - x. A language

is any set (not necessarily finite) of sentences over an alphabet.

As is true in natural languages, a serious study of formal language

theory must be focused on grammars and their properties. A grammar is

defined as the fourtuple:

G = (N,Z,P,S) (2.5-14)

where

N is a set of nonterminals (variables)

z is a set of terminals (constants);

P is a set of productions or rewriting rules;

S is the start or root symbol.

It is assumed that S belongs to the set N and that M1 and Y are disjoint

sets. The alphabet V is the union of sets N and Z.

The language generated by G, denoted by L(G), is the set of strings

which satisfy two conditions: (1) each string is composed only of

terminals (i.e., each string is a terminal sentence), and (2) each string

can be derived from S by suitable applications of productions from the

set P.
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The following notation is commonly used in this field. Nonterminals

are denoted by capital letters: S, A, B, C, .... Lower-case letters at

the beginning of the alphab.ýt are used for terminals a, b, c,....

Strings of terminals are denoted by lower-case letters toward the end of

the alphabet: v, w, x, ..... Strings of mixed terminals and nonterminals

are represented by lower-case Greek letters: , %, Y, t, .....

The set P of productions consists of expressions of the form a -,

where a is a string in V+ and a is a string in V*. In other words, the

symbol indicates replacement of the string a by the string 0. The

symbol G=is used to indicate operations of the form ycx G >y56 in

GGthe granmnar G, that is, •>indicates the replacement of c• by • by means

of the production a -) 0, y and 6 being left unchanged. It is customary

to drop the G and simply use the symbol = when it is clear which grammar

is being considered.

Grammars are classified according to the type of productions allowed

in P. An unrestricted grammar has prrductions of the form a - B,

where a is a string in V+ and B is a string in V*. A context-sensitive

grammar has productions of the form aiAOL2 - alB2s, where a, and Q2 are in

V*, B is in V+ and A is in N. This grammar allows replacement of the

nonterminal A by the string B only when A appears in the context aIAa2 of

strings a, and a2. An alternative definition is +•a , with both aand8

in and the length of a not exceeding that of S. A context-free grammar

has productions of the form A-.B, where A is in N and s is in V+. The

name context free arises from the fact that the variable A may be replaced

by string a regardless of the context in which A appears. Finally, a
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regular grammar is one with productions of the form A + aB or

A + a, where A and B are variables in N and a is a terminal in E.

The concepts just discussed can be related to pattern recognition in

the following manner. Suppose that we have two pattern classes wl and

w2" Let the patterns of these classes be composed of features from some

finite set. We call the features terminals and denote the set of terminals

by E. The term primitives is also so often used in syntactic pattern

recognition terminology to denote terminals. Each pattern may be consi-

dered as a string or sentence since it is composed of terminals from the

set E. Assume that there exists a grammar G with the property that the

language it generates consists of sentences (patterns) which belong

exclusively to one of the pattern classes, say wl" This grammar can

clearly be used for pattern classification since a given pattern of

unknown origin can be classified as belonging to w, if it is a sentence of

L(G). Otherwise the pattern is assigned t3 w2 For example, the context-

free grammar G= (N,E,P,S) with N = {S', z = {a,b}, and production .,et

P = {S+aaSb, S -+ aab}, is capable of generatinS only sentences which

contain twice as many a's as b's. If we formulate a hypothetical two-

class pattern recognition problem in which the patterns of class wl are

string of forms aab. daaabb, and so forth, while the patterns of

contain equal numbers of a's and b's (i.e., ab, aabb, etc.), it is clear

that classification of a givwn pattern string can be accomplished simply

by determining whether the given string can be generated by the grammar

G discussed above. If it can, the pattern belongs to wl. If it cannot,

it is automatically assigned to u2"
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The above classification scheme assigns a pattern into class W2

strictly by default. If a pattern is found to be an incorrect sentence

over G, it is assumed that the pattern must belong to w2' However,

it is entirely possible that the pattern does not belong to either.

It may ,represent a noisy or distorted string which is best rejected. In

order to provide a rejection capability it is necessary to determine two

grammars, G1 and G2, which generate languages L(Gl) and L(G2 ). A pattern

is assigned to the class over whose language it represents a gramatically

correct sentence. If the pattern is found to belong to both classes it

may be arbitrarily assigned to either class. If it is not a sentence of

either L(Gl) or L(G2 ), the pattern is rejected.

In the M-class cise we consider M grammars and their associated

languages L(Gi), i = 1,2,...,M. An unknown pattern is classified into

class Wi if and only if it is a sentence of L(Gi). If the pattern

belongs to more than one language, or if it does not belong to any of the

languages, it is rejected.

Based on these concepts, it is noted that syntactic recognition is

based on assigniIg a terminal sentence (pattern) to a language. This is

accomplished by the use of parsing techniques or by implementation of

automata which are derived directly from the grammars in question [58].

Pattern variabilities caused by noise or other corrupting influences are

handled by the use of error correction techniques or stochastic grammars

[58, 80].

Thus far, only pattern descriptions based on string representations

have been discused. Generalizations of strings, trees, graphs, webs,

and plexes [58, 75, 76, 77]. The grammars for handling these structures
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are basically of the form discussed above, but have a more complex

specification in the maniier in which the productions are applied. The

motivation for using these "hge-imninl representations is that

thney offer a more natural and powerful approach for handling the types of

structures found in scenes. It is important to note, however, that, with

the exception of trees, the productions and recognition techniques for

these pattern representations are quite difficult to formulate and imple-

ment.

In the decision theoretic approach to pattern recognition, learning

techniques have enjoyed a significant level of development. In syntactic

recognition, however, this is still one of the major open problem areas.

Learning (called grammnatical inference) in this case refers to obtaining

a grammar from each class by using sample pattern sentences. Obtaining

a grammar that generates exactly the patterns in the training set is a

trivial task [58]. The problem arises in trying to generalize the

structure of the class from a finite set of samples [81]. The most

successful algorithms in this area are based on regular string grammnars

[78) and expansive tree grammars [79].

2.5.3 Interpretation

In this chapter we view interpretation as a process which assigns .
meaning to a scene based on the results of recognition. The fact that

we have separated these two functions implies that recognition is carried

out without the use of scene contextual information. In other words,

recognition yields a set of labeled, isolated objects while interpreta-

tion uses these objects to produce a description of scene content.

There is no question that this subdivision introduces limitations

in the capabilities of a scene analysis system. As indicated earlier,
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however, integration of scene analysis functions in an interactive,

"intelligent" framework is well beyond the state of the art in the

field of machine intelligence [82). Due to this limitiation, the types

of interpretation techniques in use today are heuristic and at a rela-

tively low level of sophistication. There are numerous specialized

applications, however, where even a limited degree of interpretation based

on recognition of important features can have a significant impact.

Examples include the categorization of aerial scenes as being either of

military or noninilitar.> interest, the rejection of faulty electronic

components in an assembly line, adaptive locomotion of robots by visual

feedback, and autonomous target detection systems.

2.6 Organization of Scene Data

An area of consider'able recent interest in scene analysis is the

search for techniques suitable for representing and organizing in a

systematic way the large amounts of data required for the digital repre-

sentation of a scene. Innovative development of algorithms for segmenta-

tion, recognition, and interpretation involves identifying and exploiting

structural relationships prevalent within the sensed data. These

requirements lead to the formulation of data representation techniques

based on a discrete mathematical framework. .
In this section, attention is focused on properties of data struc-

tures and databases as they apply to problems in scene analysis. There

are at least three strong arguments in favor of using standard data

structures (such as link lists, stacks, and trees) and standard data-

base organizations (such as relational, hierarchical, and network models)

for representing and organizing scene data. First, these standard data
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representations hava a firm mathematical foundation which can be used as

a starting point for new alg-ithm development. Second, they facilitate

the evaluation of important algorithm characteristics such as time

complexity and computational requirements. Finally, consistent data

representation techniques allow systematic approaches to scene data

documentation, storage, access, and manipulation.

2.6.1 Data Structures
This section gives some of the important definitions and concepts

in data structures (cf., Knuth [l101, Horowitz and Sahni [93]) and

provides several examples of the use of such structures as lists, trees,

and graphs in digital scene representation and processing.

2.6.1.1 Definitions and Basic Concepts

The cartesian product of set A with set B is denoted by A x B and

is the collection of ordered pairs (a,b), a in A and b in B. A subset

of A x B, say R C A x B, is a binary relation frcom A to B.

If A = B x C, then

A x D ={((bc),d) I b in B, c in C, d in DW.

Usuaily, we can view this product as an associative formation of ordered

triples and write simply

B x C x D={(bcd) I b in B, c in C, d in D);

then R B x C x D is a ternary relation. In general, R c-A, x A2 x ...

x An is n-ary relation, n > 1.
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If A a B, then R cA x B = A x A is a relation on the set A. For

instance, given A = {ala 2 ,t 3 1 and A x A = ((al,aI),(al,a2),(a a 3)9
(a 2 ,al),(a2 ,a 2 ),(a 2 ,a 3 ),(a 3 ,al),(a3 ,a 2 ),(a 3 ,a 3 )}, then R ={(al,a

(a1 ,a 2 ),(a 1 ,a 3 ),(a 2 ,a 2 ),(a 2 ,a 3 ),(a 3 ,a3 )P is a relation on A. A relatior

R on set A is:

(i) reflexive if (a,a) is in R for each a in A;

(ii) symmetric if (a,b) in R implies (b,a) in R;

(iii) antisy.nmetric if (a,b) and (b,a) in R impTies a = b;

(iv) transitive if (a,b) in R and (b,c) in R implies (a,c) in R.
The specific relation R given above on A = {af,a 2 ,a 3 } is therefore

reflexive,antisymmetric, transitive and not symmetric.

Lists

A fundamental data structure is one for which the elements of a

finite set A are ordered in a list from the first element to the last.

Specifically, a linear list is a set of elemints A = {al,a 2 ,...,an). n>0,

for which there is a relation R C A x A that is reflexive, antisymmetric,

transitive, and has the additional property that, for any two elements

ai and a. in A, either (ai,a.) is in R or (a.,ai) is in R. A relation

with these characteristics is called a linear orderin2. If (ai,a.) is

in a linear order R, we usually write ai1 <_ aj. The first element in the

li, ar list is that element a. such that ai < a. for each a. in A. The

last element is that element a. for which ai < a. for each ai in A. When

subscripts are used for a linear list of n elements, the standard

notation has eleurents ordered as a, < a2 a< ... < a an. The specific

relation R on A = (ala 2 ,a 31 given above defines a linear list with the

order aI _S a2 <_a 3
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Often a linear list used as a data structure must be altered during

the excc;tlon of an algorithm. Special kinds of linear lists are defined

by the ways in which operations on them are alloweJ to be performed. A

list is a stack if all insertions and deletions of elements are made on

one predetermined end. A list is a queue if all insertions are made on

one end and all deletions are made on -rhe other.

In actual computer storage, a linear list of n elements that is

static and fixed in size can have the data value(s) of its elements stored

in sequ-ntial memory locations according to the natural sequencing of

elewIents from first to last. Other techniques are more appropriate for

a nonstatic list that must be changed in size or rearranged at certain

times. A linked list is created by associating with an element both its

data value(s) and a pointer or link to the first location of the next

element in the linear ordering. Insertions and deletions of elements can

then be handled by changing the necessary link values, as shown in

Fig. 2.34.

A circular-linked list is created by linking the last element to the

first in a linear list; this allows all elements to be accessed by track-

ing through the list, independently of which node is used as the initial

entry point. The concept of first and last elements is not always en,-

forced for a circular-linked list, but a unique element is sometimes

designated the "head" or starting node for entry into the list, as shown

in Fig. 2.35.

A doublp-linked list is one in which there is stored for each element

(i) its data value(s), (ii) a pointer to its immediate predecessor in the

linear ordering, and (iii) a pointer to its immediate successor in the
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Valve Next Nod*

al-I

(b)

(c)

Figure 2.34. (a) Linked I.St. (b) Node Insertion
to expand list. (c) Node deletion
to shorten list.
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Head NodeI , --.---. j•
a an

Figure 2.35. Circular-!!nked list.
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linear ordering. A search or trace in this kind of list structure can

move easily in either direction for any entry node.

If a linear lis. is regarded as a set of items each of which has

a single subscript, then a generalization is an arra of items with

multiple subscripts such that any subscript, when taken through all its

values in order from first to last while other subscript values are fixed,

creates a linear list. For an array, any one of the simple list storage

or linking techniques may be used for the individual subscripts, for

example, linked lists as shown in Fig. 2.36.

It is also possible to order a static multidimensional array in

a one-dimensional, linear way. One method is to impnse a standard se-

quence for stepping through subscript values, as in the FORTRAN convention.

A second method employs a relation between the set of subscript values and

the integers For example, for a two dimensional array, say A(xy), with

positive integer subscripcs, let the relation R -. (I x I) x I, where I is

the set of po3itive integers, be defined so that k(x,y),z) in R means

(x + y - l)(x + y - 2) + y

2

It can be shown that, for a given ordered pair (x,y), z is a unique

positive integer (see Fig. 2.37) which can be interpreted as the position

of the element A(xy) in a linear list. This equation can bp rsed recur-

sively for arrays of dimension greater than two.

Trees

A structure more complex than a list is obtained by permitting a

node to link to more than one immediate successor. This hierarchical or
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(a)

(b) .....

I11

*b)i+

FigureM 2.3,6. (a) Two-dimensional array.
(b) Possible array linkages.
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1 2 3

x 1 1 3 6

2 2 5 9 ...

3 4 8 13

Figure 2.37. Values of z=(x+V-1)(x+y-2)/2+y-
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tree structure occurs frequently in computing. A tree T consists of a

set of nodes with the properties:

(i) there is a unique node called tne root of T; and

(ii) the remaining nodes are partitioned into m disjoint subsets

T .. T ,each of which is a tree called a subtree of T.

It is noted that th-s is a recursive definition in the sense that it cites

itself. The convcntion is to draw a tree from its root downward to its

leaves (a leaf being a node with no offspring or successors) as illus-

trated in Fig. 2.38. Among the characteristics of a tree T is that there

Is exactly one directedi path from the root to any other node in T, so

that each complete path from the root to a leaf follows a linear ordering

of a subset of the nodes in which the root is the first element and the

leaf is the last.

In order physically to represent a tree, we note that two items are

required for each element:

(M information about a node, stored as a set of values for the

node; and

(ii) information relating a node to its predecessor and/or offspring,

stored as a set of pointers to these nodes.I

Thus, the pointer techniques described above for lists may also be used

for trees.

Although a tree is inherently a two-dimensional structure, it is

often necessary to represent a tree as a one-dimensional list of all its

nodes obtained in a manner consistent with the way in which nodes of other

trees would be listed. The fundamental hierarchy of the tree can be used

to, obtain either a left-bracketed or a right-bracketed representation as
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Root
A

0.1 C.23 E 0 .4

F ~ 0.2.2
0.1.2 0.2.1 0.4.1

K 6

0.2.2.1 0.2.2.2 0.2.2.3

Figure 2.38. Tree T.
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follows (Aho and Ullman [833). For the lieft-bracketed representation,

denoted by lrep(T):

(i) If the root is labelled X and has subtrees Tl, ... , Tm in

left to right order, then

Irep(T) = X(lrep(TlI),Irep(T 2), ... , Irrep(T m)).

(ii) If T consists of root X only, then lrep(T) = X.

For the right-bracketed representation, rrep(T):

(i) If the root X has subtrees TV, ---I Tm in order left to

right, then

rrep(T) = (rre(Tl), ... , rre.(Tm))X.

(ii) If T consists of root X only, then rrep(T) = X.

For tree T in Fig. 2.38, lrep(T) = A(B(F,G),C(H,I(K,L,M)),D,E(J)) and

rrep(T) = ((F,G)B,(H,(K,L,M)I)C,D,(J)E)A. The linear list of nodes that

remain when the brackets are deleted from Ireg(T) is the preorder of the

elements in T; the linear list obtained by deleting the brackets from

rrep(T) is the postorder of the elements in T.

Another representation of the tree hierarchy is obtained by using

Gorn addressing for the nodes (Gorn [92]). The indices of T are defined

recursively by assigning the index 0 to the root, and if a node with

index k has n offspring, they are assigned indices, k,l,k,2, ... , k,n in

order from left to right. Given a tree with these indices, there is a

lexicographical ordering relation< defined on T as follows. Let r and sL
be indices; then r L s if

(i) there is an index c such that s = r.c, or

(ii) r = c.i.u and s = c.j.v where c, u, and v are indices, and i

and j are positive integers with i being less than j.
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Condition (i) establishes a top-to-bottom ordering along the descendant

paths from the root; condition (ii) establishes a left to right ordering

among the descendants oF any one node.

Figure 2.38 includes the Gorn addresse. for the nodes in the tree T.

The node labelled K with index s = 0.2.2.1 is a descendant of node I with

index r = 0.2.2 because s = r.c with r = 0.2.2 and c = 1. The node labeled

H with index r = 0.2.1 is to the left node I with index s = 0.2.2 because

r = c.i and s = c.j with i < j.

Graphs

The last discrete mathematical structure we define is a directed

graph or digraph G, which is a set A of nodes and a relation R c A x A.

If (a,b) is in R, then there is an edge or arc directed from node a to

node b. An acyclic digraph is one that contains no cycles, i.e., no path

along directed edges from a node back to itself; thus, a tree is a special

case of an acyclic digraph.

An ordered digraph G is defined by a pair (A,R) where A is the set

of ncdes and R is a set of linear lists of arcs, with each list of the

general form ((a,b 1 ),(a,b 2 ), ... , (a,bn)) for a,bl, ... , bn in A. This

list, in its digraph interpretation, means that there are n arcs leaving

node a, the first going to node bl, the second going to b2 , and so on

through the last going to node bn. The tree T in Fig. 2.38, viewed as an

or. .d d, graph, would be defined by the set of nodes {A,B,C,D,E,F,G,H,

I,J,K,L,M} and the following lists: ((A,B),(A,C),(A,D),(A,E));((B,F),(B,G));

((C,H),(C,I)):((E,J)),((I,K),(I,L),(IM)).
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2.6.1.2 Use of Lists for Scene Representation and Processing

Important tasks in many scene processing systems are the detection

and representation of boundaries for the regions in an image. A region

is generally defined to be a subimage of pixels that are connected by

transitivity and share a commnon characteristic or attribute, such as

having the same value of gray 'level. A pixel that has at least one

immnediate neighbor which belongs to a different region in any of the eight

adjacency directions is called a boundary pixel; otherwise, a pixel is

interior to a region. Various algorithms to detect the boundary pixels

and to order them as sequences that trace the outlines of the regions may

be found in the literature £3, 31, 36, 47]. Circular-linked lists are

often used to store the sequenced boundary pixels to allow an efficient

trace around the outline of anty reslon in a two-dimensional image.

In this section, we illustrate the use of lists for boundary

representation and give an example of list processing to compress the

boundary representation, An approach due to Lee [103] uses two words of

storage for each node in the sequenced boundary list. The first word

stores tne location of the boundary pixel as a single value z obtained

from its (x,y) coordinates by the equation

z = x + (y - )* n

where n is the dimension of the n x n image array. The second word is the

link that points to the first word of the next node in the boundary se-

quence. The location value z of a singular boundary pixel (that is, a

boundary pixel not adjacent to any of its region's interior pixels, as

illustrated in Fig. 2.39) is made it negative number as a flag. The
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Figure 2.39. (a) Region. (b) Classification of
region pixels.
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sequencing priority is shown in Fig. 2.40 in which a lower number

indicates a higher priority.

Figures 2.41(a) and (b) show two digitized images, Figs. 2.41(c) and

(d) are segmented and averaged versions of the images, and Figs. 2.41(e)

and (f) are the region boundaries traced and displayed via the circular-

linked list representations.

Two methods for compressing the data in the sequenced circular-

linked lists for region boundaries have been studied by Lee [103). Both

are based on the eight direction codes (Freeman [51]) corresponding to

eight-connective descriptions with respect to a reference boundary pixel,

as shown in Fig. 2.42. The codes are assigned pixel by pixel by moving

through the circular-linked list from an arbitrarily selected starting

pixel, so every node in the list has a direction code from 0 to 7, except

for the starting pixel itself. I
The first coding scheme sequentially combines every two successive

direction codes into one code by using the coding equation,

CODE = (DIRCDl + 1) * 8 + DIRCD2

where DIRCDI is the first of the two successive base direction codes and

DIRCD2 is the second. CODE is the value of this part of the shape descrip-

tor. If the total number of base direction codes of the boundary is odd,

the last direction code cannot be combined into one code using the above

equations, so in this case, CODE is just set equal to this last base

direction code. Since the value of CODE generated by the equation is

always positive, "-128"1 is used to represent the endmark of the shape
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Figure 2.42. BaSe$ direction codes.

123



descriptor. A segment of a sequenced boundary is shown in Fig. 2.43;

the shape descriptor is "17,26,8,15,7,-128."

The second coding scheme is basically a run-length coding [3] of the

direction vector. A direction vector is a section of a boundary in which

all pixels have the same base direction codes. The number of the pixels of

a direction vector is called its length. Since the number represented by

a byte for the code ranges from -128 to 127, the eight possible kinds

of direction vector are divided into two parts in order to code as long

a direction vector as possible. Each direction vector is coded by the

corresponding codiny equations,

CODE (DIRCOD * 32) + LENGTH

for 0 < DIRCOD < 3

and

CODE = [(DIRCOD 4) *32] + LENGTH

for 4 < DIRCOD < 7

where DIRCOD represents the base direction code of the direction vector and

LENGTH is the length of the direction vector.

The number "0" is used to represent the endmark of the shape des-

criptor in the second coding scheme. The maximum length of the direction

vector is "31" because four different kinds of direction vector with

lengthsranging from 1 up to 31 can be represented by the numbers from

1 to 124 (-l to -124) without exceeding the range from 1 to 127 (-1 to

-127). If a direction vector's length exceeds 31, it iust be divided

into multiple direction vectors. For example, if there is a direction
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vector with length 70, it will be sequentially divided into three direc-

tion vectors with lengths 31, 31, and 8. (If the maximum length of the

direction vector were allowed to be 32, direction vectors could be

coded by the numbers ranging from 0 to 127 and -1 to -128; however, a

problem might arise, in that no more numbers would be available to repre-

sent the endmarks of the shape descriptors.) A segment of a sequenced

boundary is shown in Fig. 2.44; the shape descriptor is "70,5,-98,39,-3,0"

using the seconC coding scheme.

The above compression techniques have been used for processing

128 by '28 images with no more than 256 regions. For the first scheme,

two boundary pixels represented by four words in the original list can be

represented by one byte after compression, giving a compression ratio

approaching 16 to 1. The compression ratio in the second scheme is a

function of the lengths of the direction vectors in the image. If the

boundaries are relatively "regular" and consist of lonq :-ns of pixels

with the same direction code, the ratio can approach 248 to 1 because up

to 31 boundary pixels can be coded into one byte. In the worse case,

the direction vectors have length 1, in which case the ratio is 8 to 1.

2.6.1.3 Use of Quad Trees for Image Representation and Processing

An n-ary tree for n > 1 is a tree in which each node either has n

offsprin% or is a leaf with no offspring; thus, n = 2 means a binary

tree, n = 3 means a ternary tree and n = 4 means a quad tree. Quad trees

have been found to be particularly attractive as data structures in

certain areas of scene analysis and image processing.
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Given an image P as a rectangular array of pixels characterized by

quantitative parameters such as gray level or color intensity, we

develop a quad tree for P using Gorn addressing in the following way:

(i) The root with index 0 is labeled P.

(ii) P is divided into quarters to make subimages corresponding to

tree nodes 0.1, 0.2, 0.3, and 0.4. If the parameter(s) for

all pixels in the subimage for node O.i, 1 < i < 4, are

identical, then node O.i becomes a leaf labeled with the

parameter value(s); if all parameters are not equal, then node

O.i becomes the root of a quad subtree and the subimage O.i is

itself quartered. The test for creating a leaf node is

then applied to the subimages O.i.J, 1 < j < 4.

(iii) Step (ii) is carried out until all paths terminate on

labeled luaves. Ultimately, of course, a leaf could cor-

respond to an individual pixel.

Figure 2.45 shows the nature of the quad tree hierarchy for an image, and

Fig. 2.46 shows the subimages associated with a polygon. A quad tree

is an example of a regular decomposition of an image because there is

regularity in the shape, size, and parameters of a subimage represented

by a given level in the tree. Some of the advantages of a regular decom-

position of an image are the creation of subimages convenient for process-

ing if the entire image P is too large for main storage, rapid access to

the representation of any geographical part of the image, a hierarchical

structure suitable for recursive analysis techniques, and general inde-

pendence of the structure from the type of image being processed.
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Figure 2.45. (a) Quartering of Image P. (b)
Quad tree representation.
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Figure 2.46. Quartering of a polygon.
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To carry out experiments in reduction of quad trees, Kllnger and

Dyer [99] define the relative importance of subimage i.j subimage i as

d(i.ji) - intensity of i.j (2.6-1)intensity of i

where intensity refers to the average gray level value of the pixels;

thus 0 < d(i.j,i) < 1.0. Using two thresholds, wI and w2 , a subimage i.j

is called "informative" if w2 < d(i.j,i) < 1.0, "questionable" or "not

sure" if wI < (di.j,i) < w2, and "noninformative" if 0 < d(i.j,i) < wI.

In building the quad tree for the offspring of node i, the node i.j is

made an empty entry if i.j is noninformative, made a single leaf if i.j

is informative, and made a nonleaf node (the root of a quad subtree)if

i.j is questionable.

Digitized images representing letters, blocks, and polygons in

54 by 64 and 32 by 32 arrays of pixels with gray levels ranging from 0 to

9 were processed to obtain quad tree structures for the image objects.

Illustrations of the kinds of results obtained in the experiment are

given in Table 2.3, in which the "% Object Area Lost" is the percentage of

pixels that are part of some object which were eliminated from the data

structures, and the "% Picture Area Deleted" is the percentage of the

picture area deleted, i.e., storage saved, as the data structure was created.

The t ime and space complexity of a variety of algorithms that per-

form operations on quad tree representations of images have been investi-

gated by Hunter and Steiglitz [95]. In their model, a picture of image

P = (C,A) consists of set C, a finite set of pixel colors, and set A, a

square array of pixels. Because of the image-and subimage-quartering
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Figure Class % Object Area Lost % Picture Area Deleted

Letters 18.0 75.0

Blocks 10.0 64.0

Polygons 4.0 50.0

Table 2.3. Experfimental results for thresholds
w 0.10 and w2 0.25
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property of a quad tree, such a tree T corresponds to P decomposed into a

2q by 2 q array, q > 0; and T has at most q + 1 levels.

The algorithms are taken to be executed on a random access machine

for which a data transfer to or from memory requires a constant amount

of time. Storage size is a fixed number of bits adequate to store, for

example, the information labeling a node. Time is measured in executions

of constant-time operations on pairs of data words, such as multiplication

and comparison of numerical values. The complexity of an algnrithm with

real-valued inputs xlX 2, ... , xn, is measured as follows: for real-

valued functions f and g, if f(xl, ... , xn) time or space is required, the

algorithm is of order g(x , ... , X n), denoted by O•g(xl, ... , x n)), if

f(xIt ... , Ix) is not greater than kg(x 1 , ... , xn) for some constant

k and for all x1, ,..., xn greater than some fixed integer.

As an illustration, a "condensation algorithm" to eliminate any

instances in which the four offspring of a node have the same color in a

quad tree can be described essentially as a postorder traversal of the

nodes. Specifically, we start at the root and recursively traverse the

subtree rooted at each offspring. For a root which is itself a leaf, we

attach the leaf colcr to the root; for a root of a nontrivial subtree,

if all four offspring have the same color label, we color the root their

color and remove them. This algorithm visits v *h node only once and there-

fore requires time that is a linear function of ,he number of nodes in the

original tree.

This technique is representative of a large number of efficient

tree-processing algorithms that are recursive and perform various opera-

tions on a tree (including modifications of its structure) as nodes and
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and subtrees are traversed. Often the specific modifications done at a

certain node are determined by the information passed from the frontier up-

wards to the offspring of the node, that is, the information flows from

the bottom upwards through the tree's hierarchy.

A second algorithm described by Hunter and Steiglitz [95] creates

an image that is the ordered superposition of N trees representing N

pictures of the same size. One color is designated to be transparent to

the other colors; otherwise, the nontransparent colors of picture x on

top of picture y dominate in the resulting image. Let Super(x,y) be the

pairwise superposition of upper tree x on lover tree y. The algorithm

traverses both trees x and y in parallel and modifies y wherever necessary

to create the new image tree. One of three cases determines the actions

taken when a leaf is encountered in either tree:

Mi) The traversal visits leaves in both x and y. If the x leaf

is transparent, the y leaf is not changed; if the x leaf is

not transparent, its color replaces the color of the y leaf.

(ii) The traversal visits a leaf in x and an interior node in y.

If the x leaf is transparent, nothing is done; otherwise, the

y node and its descendants are replaced by the color of the

x leaf. The traversal is continued as if the y node's descen-

dants had been explicitly visited.

(iii) The traversal visits an interior node in x and a leaf in y.

In this case, the y leaf is replaced by the subtree rooted at

the x node, and all transparent leaves in that subtree are

given the color of the y leaf.
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If the input and output data for the Super(x,y) algorith.i must be trans-

ferred to and from memory, then the order of Super(x,y) is (Y (total number

of nodes in x and y).

As a generalization to N trees ordered as N,N -1, ... , 2,1 for

superposition, we compute Super(N,Super(N-l, Super(N - 2, ... ,Super(3,

Super(2,l1))..))) as a series of pairwise superpositions, then apply the

"condensation algorithm" described above to the result. Each computation

of Super can be done in time and storage;that is, 'inear in the number

of nodes of its upper tree; the total computation can be done in time ari

space linear in the number of nodes in all trees. Other picture combina-

tions (union, intersection, etc.) can be performed by similar techniques

on quad trees.

An interesting and effective use of quad trees is in dealing with

images containing polygons, as shown in Fig. 2.46. Basically, a polygon

consists of a collection of vertices characterized by pairs of coordinates,

with nonintersecting edges as line segments between consecutive vertices.

In a quad tree for a picture of a polygon, the nodes are partitioned into

three classes: boundary, interior, and exterior.

In order to describe the complexity of quad tree algorithms for

polygons, we assume that the picture P = (C,A) is a 2q by 2q array of

square, colored pixels. q is the base-2 logarithm of the length of a side

A. Let v be the number of vertices in the polygon and p be the smallest

integer number of pixel widths not less than the polygon's perimeter.

The following results are proved by Hunter and Steiglitz [95].
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(M) There are no more t'.n %(p + q) nodes in the quad tree for a

polygon. (The actual bound on the number of nodes is

16q - 11 + 16p).

(ii) Time 9'(v(p + q)) is sufficient to construct the quad tree

for a polygon, beginning with the original picture P = (CA).

(iii) Space proportional to the size of the input and output is

sufficient to construct the quad tree for a polygon.

Among further results on quad trees, it is shown that there is an algo-

rithm for tree construction for polygons that is asymptotically O(v),

and that this is an optimal algorithm in the limit of increasing v when

the resolu4tion q is fixed.

A method of image segmentation based on traversal of a quad tree

has been proposed by Horowitz and Pavlidis [94]. Ina pure "merging"

method for segmentation, a large number of small picture regions are

merged to form larger regions; in a pure "splitting" method, the picture

is recursively divided into smaller regions. This technique attempts

a direct two-dimensional segmentation by a combined split-and-merge

approach.

Suppose X is the domain of a picture, for example, a square array

of pixels. Let f(x,y) be the function assigning values to pixels; here

f(x,y) is taken to be the brightness function. For purposes of setting the

xsegmentation criteria, a logic function P:2 -* {TRUE,FALSE} is defined

on the power set of X such that

TRUE if there is a constant a such at
__ =f(x,y) - alje for all points (xy) (n6S

SFALSE otherwise
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where e is a preset threshold factor. A segmentation of X is a partition

j into subsets Si, l<i<m, where, by the definition of a partition,
I

(a) X S

(2.6-3)
(b) SirSj = r , i t j

and, in addition

(c) P(Si) = TRUE, l<i<m (2.6-4)

(d) P(SivSj) = FALSE, i$ j

provided that S i and S. are adjacent in X. Note that there may be more

than one segmentation of picture X for a given P. A merging algorithm

would begin with regions satisfying (c) and merge to create regions

satisfying (d). A splitting algorithm would begin with regions satisfyin3

(d) and split to achieve (c). The method of Horowitz and Pavlildis begins

with a partition that does not necessarily satisfy either (c) or (d)

and produces a partition satisfying both.

In the quad tree structure used, each node corresponds to a square

picture region. From an arbitrary initial tree, such a region may be

mergra, Ydit., it', ,:.. adjacent neighbors if all have agreement within

the error threshold of their pixel brightness values, or a region may be

split into four qL,!rters if there is greater variation in the brightness

values. These s'. .- and-merge steps must be followed by a groupiig

procedure to elirtinate artificial region boundaries that might arise from

the original segmentation; in this grouping step, adjacent nodes with

different predecessors and at different levels of the tree may be merged
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together (and the regions they represent thereby merged together),

provided the segmentation criterion P remains satisfied.

2.6.2 Databases

This section presents some of the important definitions and concepts

in contemporary database design and provides several illustrations of

the relevance of databases to various aspects of scene data organization

and processing. Because a database is generally a high-level organization

of large amounts of data, the ihzice of a database format often implies the

designer's own version (or "world model") of the ways in which the infor-

mation within a scene itself is organized.

2.5.2.1 Definitions and Basic Concepts

We can informally define a database (DB) to be a large collection of

data organized according to some predefined structural model. A database

management system (DBMS) is a software-hardware organization that permits

users to create, access, and/or modify a database. A data definition (DD)

language is a high-level language used to establish a database and to

define its entities and the relationships among them. A data manipulation

(DM) language or query language is a high-level language used to extract

or modify data in an existing database.

The decade of the lP70's has been an era of intense study of data-

bases, both in theory seeking unifying concepts and "erminology and in

practice with various implementations. Generally speaking, a computer

system designer expects one or more of the following characteristics to be

obtained by an adequate database system (DBS) design (Date [gO]):
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(1) Reduction of redundancy in the data.

(ii) Reduction or elimination of inconsistency in the data.

(iii) Standard, well-documented procedures for using data.

(iv) Convenient methods for a variety of users to share the data.

(Y) Maintenance of data integrity, i.e., assurance that only

accurate data is available.

(vi) Assurance that, in the tradeoffs necessary in any digital

system design, the aspects of data storage and manipulation

have received direct attention.

(vii) Enforcement of data security requirements.

The operating environment in which a DBS is to be used determines the

relative weight of each of the above seven considerations. For database

design in scene analysis systems, one would virtually always give items

(i), (ii), (iii), (v), and (vi) high weights. For a system dedicated to

a specific task. item (iv) might not apply; and for a system located in

a secure facility, item (vii) might be achieved automatically.

The field of database systems does not as yet have a complete set

of accepted nomenclature; however, three areas for concentrated investi-

gation in DBS design have emerged, namely:

(i) The physical and cocpta descriptions of a DBS.

(ii) The three fundamental OB organizations as relational, hier-

archical, and network models.

(iii) The DD and DMb languages and other DBMS requirements.

Certainly these areas are not disjoint, nor are they necessarily all

inclusive for each specific set of needs; but in so far as a unified

DBS analysis/synthesis procedure can be said to exist today, it exists in
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dealing with questions arising in the above three areas. We use these

areas as a framework to consider database design for image and scene

processing systems.

Physical and Conceptual Descriptions

Figure 2.47 is a standard block diagram of a general OBS. The

physical database refers to the actual storage of information as fields,

records, files, pages, and perhaps data structures such as lists or

trees; thus, it includes characteristics of the storage devices themselves

and the stored items such as, for example, the organization of memory

pages. The concptual database is the user's model of the physical data-

base after a syntax-directed translation has been applied to give-an

interpretation to the stored items; thus, it could include aspects such

as, for instance, "the database is a relational model of an image in which

rows are segmented regions for which the third attribute is average gray

level." A user might then further interpret the information.

Relational, Hierarchical, and Network Models

Three models of a OBS provide the general organizational schemes

currently available.

in the relational DB model, data is organized as a table, the rows

of which are the individual OB entries and the columns of which are the

attributes of the entries. This model is particularly important in image

DB design because it places fundamental emphasis on the concept of rela-

tions among image components and lends itself naturally to the represen-

tation of those relationships. The format for storage frequently used

for a relational DB is as a file of fixed-length records in which each
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record is an individual entry and the fields of the record define the

attributes.

Figure 2.48 is an illustration of a relational DB table containing

informnat13n about two 'snapshot" images, the first image having four

identified objects and the second with three. A generic name appears in

the third column as an object attribute. The "superposition order"

attribute in the fourth column is a nonnegative integer giving an ordering

of objects with respect to the relative distance of an object's center of

mass from the image sensor. Trhus, the data available about image #1 is

that it consists of a CHILD, a TREE TRUNK, and a SHADOW embedded in a BACK-

GROUND with the CHILD and the TREE TRUNK at the same distance and the

SHADOW at a different location relative to the sensor.

For purposes of retrieving data, a key for a relational PB is a

subset of the columns with the property that values specified for those

columns serve to locate a unique row. For instance, in the table in

Fig. 2.48, the set of keys includes [SNAP#, OBJECT#], [SNAP#, OBJECT NAME],

and [OBJECT#, OBJECT NAME, SUPERPOSITION ORDER). A candidate key is a

key without redundant attributes (SUPERPOSITION ORDER is redundant in the

third key just listed because [OBJECT#, OBJECT NAME] is a key). A candi-
date key selected for use in accessing data is a primary key; other keys

are called nonprimary or secondary.

The organization of a relational DB ma;(es it convenient to form log-

ical cc-nbinations of keys for queries. For example, to respo~id to a

user's request for all imagjes in Fig. 2.48 containing a CHILD but not a

SHADOW, the DBMS could first find all images without SHADOW as an
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SNAP# OBJECT# OBJECT NAME ORDER

¶I CHILD
1 2 TREE TRUNKS2

¶3 SHADOW2
1 BACKGROUND 0

2 1 LADY 11-O
2 2 CHILD
2 3 BACKGROUND 0

Figure 2.48. image relational database.
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OBJECT NAME value, then search those images for an occurence of CHILD as

an OBJECT NAME value.

In the hierarchical DB model, data is organized as a tree in which

the root is the least detailed entry and a leaf on the tree frontier con-

tains the most specific type of information. In this model, an entry

takes on its full significance only in the context of its superior and its

descendant nodes. This model is most effective for data in which a natural

tree hierarchy is known or can be approximated. For example a hierarchi-

cal DB model is the basis for IBM's general Information Management System

(IMS) (Date [90], Ullman [119]). Often a hierarchical DB is stored as

a file of variable-length records- one record serves for each DB entry,

and its record length is determined by its attributes and its links to

other entries. Figure 2.49 is such a model for the tree in Fig. 2.33.

Symbolic or semantic models of images, in which generic names are

attached to collections of real image pixels determined to be objects or

regions of interest, almost always are considered to have a representational

hierarchy determined by the level of the primitive components. Thus,

those image processing systems that support research in scene understand-

ing or knowledge 3cquisition include a hierarchical DB defined explicitly

or implicitly. For example, a picture description DB described by

Kunii et al.[102] is based on an image or picture hierarchy as follows:

PICTURE

0BJECT

PART

REGION

COLOR TEXTURE
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Figure 2.49. Linkages f or hierarchy of Fig. 2.38.
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There is also a relational DB associated one-to-ore with each level in the

hierarchy: the picture relational DB is a table of all pictures; for

each picture, there is a table of objects such as Fig. 2.48; and so on.

Another hierarchy described by McKeoun and Reddy [107] has six levels:

SCENE TYPE

SCENE

CLUSTER

OBJECT

REGION
-£......

e'0SE'G'M E-N*T"

In the network DB model, data is essentially organized as a airected

graph, the nodes of which are data records and the arcs of v'hich are

record-to-record links. As such, it can be considered a generalization of

the tree of the hierarchical model for the case in which there is not

a unique hierarchical relationship. This is the organization of some

proposed general purpose DBS's (cf., Ullman [119]). A network DB can

be stored as a file of variable-length records; and often used is a multi-

list in which each entry',- record has as many pointers to other records

as the type of entry has links.

With respect to ease of use by an applications programmer, the

relational model has the advantage thAt it is conceptually the least

complex and requires a user to learn the least number of organizational

details. With respect to efficiency of implementation (including creation

of the DBMS and its expected speed of execution), the two other models
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perhaps rate- higher; in Fffect, these models often have explicit linkage

information that must be inferred in the relational model.

Design of the DBMS

The DBMS includes the systems software necessary to compile and

execute data definition/,nanipulation commands, as well as any hardware

designed specifically to support these tasks. In general, the DBMS con-

sists of the operating system interface, DB language compil'crs and inter-

preters, and memory management software. In the case of DB organization

for scene analysis and image processing, the cormmands for the definition,

construction, modification, and querying of image DB's must be accepted,

translated, and executed by the DBMS. The DBMS should assume the burden

of the memory operations for data arrays that are too large to reside

simultaneously in the main memory.

The advantages of an adequate DBS design include reduction of re-

dundancy in the data and consistency of format. In addition, data inde-

pendence can be achieved because the DBMS handles the translation of

operations expressed in a language convenient to users into detailed

database manipulations; in other words, the details of storage, formatting,

file manipulation, and other characteristics of the physical database do

not have to be known to users who issue processing commands ii a high-.

level language.

2.6.3 Use of Databases in Hierarchical Scene Analysis

An implementation of the basic sLene analysis model shown in Fig. 2.3

requires that data be organized in a systemnatic manner at all levels of

the hierarchy. The most commonly used ,iTethod for doing this is to arrange
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the labeled information at each level in the form of a relational table.

As indicated in the previous section, a typical structure for these

tables contains an identification of each element (for example, by number),

a list of attributes for each element, and a list of relationships between

all elements in the table.* An example is shown in Fig. 2.50 and Table

2.4, where the elements jin the raflational table are edges, the attributes

of individual edges are direction and length, and the relationship between

edges is "connected." By examining the first row, for instance, we see

that edge number 1 is horizontal, has length Ll, and is connected to edges

2, 3, and 4.

As a more complete illustration of these concepts, consider the image

shown in Fig. 2.51. In order to simplify the explanation, we have p'.ced

a coarse grid on the image such that every vertex of interest coincides

with a grid coordinate. In practice, one would use the finer resolution

provided by the digitized image itself. With reference to the model

of Fig. 2.3, let us assume that the primitives used in the analysis of

Fig. 2.51 are edges, then the purpose of the lowest-level recognizer is

to extract dind label these edges. The results of recognition would be

organized in a relational table of the form shown in Table 2.4, in which

each row represents a labeled primitive in the hierarchy of Fig. 2.3.

The next higher level in the hierarchy involves segmentation and

recognition of parts. In this example, the parts are geometh-ical surfaces

or regions, and recognition is basically reduced to a shape analysis

*Formally, the relations between elements are defined by columns in a
table--the way that all attributes are handled in the relational DB model.
However, we identifyiiand label these structural relationships separately
in our tables to emphasize their role in scene analysis.
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Figure 2.50. Characterization of edges in an
object.
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Element Attributes Relationship
Number Direction Length Connected to

1 00 Li 2,3,4

2 300 L2 1,4,5
3 450 L3 1,4,5

4 900 L4 1,2,3,5
5 -450 L5 2,3,4

Table 2.4. Relational table for the edges in Fig. 2.50.

154

S...................... ............. ,..•..,...............................................................,...,...........• '......



0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 181 I Ixo K _i _1 - ..

2 -- e-
R1

3 iiF•R

- -\ I- . --

9 - --2-.-. .......-

Figure 2.51. Image projection of a scene.
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problem. Assuming for the purpose of illi~stration that region R I is red,

region R2 is white, the pyramid is blue, both cubes are red, and all

regions (with the exception of R7 ) are smooth. the labeled information

extracted at this level would be organized in a relational table of the

form shown in Table 2.5, with, each row in the table representing a labeled

part in the hierarchy of Fig. 2.3. It is noted that some of the informa-

tion (such as the location of edges) computed by the previous stage of

recognition would be used in the assignment of attributes to each of the

scene parts.

The extraction and labeling of objects would use the labeled primi-

tives and parts, as well as other sensor information such as range data,

the latter being useful for determining the relative three-dimensional

location of objects. In this example, the object recognition problem is

one of analyzing the shape, properties, and relationships of geometrical

volumes. The results would be summiarized in a table of the~ form shown

in Table 2.6. As before, each row in the table represents a labeled

object in the hierarchy of Fig. 2.3.

The next level in the hierarchy involves grouping objects accordingd
to some clustering criterion. For the purpose of illustration, suppose

that objects are grouped only if they have the same color and geometrical

characteristics. These criteria lead to only one group containing the

small and medium red blocks. The relational table for this level of the

hierarchy is shown in Table 2.7. In this case, inFormation required to

group the objects was already available from the previous level in the

hierarchy.
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As shown in Fig. 2.3, the highest level in the hierarchy is the

scene itself, which is composed of labeled object clusters. This level

ý,.as only one labeled node, the root of the hierarchical tree. Typically,

attvibutes associated with the root node would include scene type and

,sfnsor(s) from which the hierarchical representation was derived. In

the present example, the scene is a "block-world" scene and the sensors

used in obtaining the information for the hierarchical representation

were optical and range sensors.

2.6.4 Use of Relational Tables for Three-Dimensional Object Location

An important aspect of scene analysis as applied to computer vision

is the location of objects and the interpretation of three-dimensional

relationships between these objects. In this section, we illustrate how

relational tables may be applied to this problem.

A widely used approach for locating an object in three-dimensional

space is the triangulation method (Duda and Hart [59], Yakimovsky and

Cunningham [121]). This technique uses two or more imageviews of the j
object and,by employing geometric relations and a model of the viewing

system (e.g., a TV camera), infers the location in three-dimensional

space of corresponding image points. The basic problem is illustrated

in Fig. 2.52. Points 01 and 02 are the focal points of two cameras

which produce images Il and 12 of the three-dimensional body shown in

the figure. Point P1 in this body is projected as point Q1 onto image

Il and as point F1 onto image 12. Similarly, point Q2 and F2 are the

projections of P2 onto these images. It is noted that any point

contained in the ray 01PiS 1 will be imaged as point Q, on I,. However, by
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Figure 2.52. Two views of a three-dimensional object.
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considering triangle 0102PJ, we see that this ray will be imaged as line

C2 FIKI on 12, Thus, the point 12 which corresponds to Q in IlI will lie

on the line C2 FIK . Similarly, the point I which corresponds to point

FI in 12 w1ll lie on the line C QAMI. It can be shown (Hwang [96]) that

a point I, with image coordinates (x ,yl), and its corresponding point in

12 with coordinates (x2 ,y 2 ), satisfy the equation

2Y2k) (kx + k2y2 + k3 )x 2  (2.6-5)

+ (k4 x1 + k5Y1 4 k6)Y2 + (k7xI + k8y1 + k9 ) = 0

where the coefficients kiY i = 1,2, ... , 9, are determined from geometri-

cal considerations. Hwang has investigated the use of relational tables

in conjunction %Nith the above equation for determining corresponding

points in two images of the same body. Once these corresponding points

are known, their three-dimensional coordinate. are easily obtained by

standard perspective transformations (Newman and Sproull [108]). These

results can then be used to locate and describe the object in three-

dimension&l space. The advantage of this approach is that it uses the

structural information in two views to eliminate the need for a camera

model in the three-dimensional reconstruction process.

Hwang's approach is based on extracting regions in images Il and 12

and describing the boundaries if these regions by vertices and their

interconnecting edges. The general form of the relational table used

to tabulate this information is shown in Table 2.8. The portion of the

table above the dashed line represents the information extracted from

image IlV while the bottom section, whose elements are primed, refers

to the information from image 12. The attribute columns are self-
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explanatory. The entries in the relationship column are made by using

the concept of consistency, which is defined as follows: Two vertices

v and v, with coordinates (xlY 1 ) and (x 2 ,Y2 ) are said to be consistent

if

If(X 1 ,Y ,X ,Y2 ,k,, ... , k9 )J < e (2.6-6)

where IJf is the absolute value of f and e is a positive threshold.

Ideally, two matching vertices should yield f = 0. The use of a threshold

is introduced to allow for distortions in imaging and computer processing.

A pair of consistent vertices in an image define a consistent edge.

Two regions R. and R: are said to be K-consistent if K percent of their
1 J . _ _

vertices are consistent. In theory, two truly matching regions should

have the same number of vertices and every vertex in one region should

have a consistent vertex in the other. In practice, the distortions

mentioned abovO often lead to considering a match of K% of these

vertices as the condition for consistency between two regions. Each of

the remaining inconsistent vertices is then merged with the nearest ver-

tex that was found to be consistent.

With reference to the last column in Table 2.8, and using the con-

cepts just described, a region Ri in image Il is said to be related to a

region Rý in I if they are K-consistent. Use of the null set symbol,

•, indicates that Ri may not have a consistent region in 12. The essence

of Hwang's approach is to use a relaxation-labeling aigorithm (Rosenfeld

et al. [112]) with the above equation as a constraint to find consistent

regions an1 merge those regions in an image that were found to be in-

consistent. The final result of this procedure is a (usually reduced)

relational table all of whose entries are consistent.
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Elements Attributes Relationship

(Regions) Vertices Edges "Consistent"

RVil12* VIn 1  211,e12,-..e,e1  R'h or*

R2VI21lV22I*...*v2m2  e2l,e22 q...qe 2P2  Rj or*

RM V~l-M2-- ?4mM eMl,,eM 2....eMPM 'o

R 11 1 V 1,. e'11 ,e1 .. Ae Rk or*

2 ~2 e2q2 Ro

NVNlsv'N2, ... 9V eNN, N25** ,e orNN Nq ~ R

Table 2.8. Relational table for object location.
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Use of the approach described above is illustrated in Fig. 2.53.

Parts (a) and (b) of this figure were obtained by digitizing the images

produced by two cameras at different locations and viewing angles with

respect to a three-dimensional solid. Figures 2.53(c) and (d) show the

corresponding '"esults after region extraction, and Figs. 2.53(e) and

(f) are the vertices and edges defining the boundaries of the regions in

each image. Figures 2.53(g) and (h) show the consistent regions obtained

with a = 0.707 and K = 95%. Note that the interior regions, because of

their irregularities, failed to meet the consistency test. These two

resulting views were then used to reconstruct the object in three-dimen-

sional space. As an illustration of the accuracy of the reconstruction.,

process, Figs. 2.53(i) and (J) show the reconstructed object projected

back onto the original image planes. The importance of these results is

that they were obtained without using a camera model. As mentioned

earlier, once the three-dimensionel coordinates of the object in question

are known, they can be u;•ed to establish its true location with respect

to other objects in the scene.

2.7 Examples of Systems for Digital Scene Analysis and Image Processing

We conclude this chapter with a brief sumnmary of state-of-the-art

scene analysis/image processing systems. For each system we list the

design goals, the hardware-software configurations, and the database

organizations reported by the designers.

2.7.1 Multisensor Image Database System (MIDAS)

This system was developed of a research tool for image processing

and scene analysis to support research in the following areas:
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()Performance evaluation of a variety of algorithms at various

levels of image representation and abstraction; these levels

include real digitized images and hierarchical symbolic descrip-

tions of images.

(ii) Error analysis as an extension of performance evaluation to

focus on the nature of erroneous results in automatic extrac-

tion of scene descriptions.

(iii) Development of knowledge acquisition techniques for the

automated learning of structural and feature descriptions of

objects and of symbolic feature primitives.

The MIDAS facility was designed to function in an environment in which

there are several hundred images that range from LANOSAT multispectral

pictures to electron photomicrographs [107]. The system permits multiple

representation of scenes and offers a high degree of data independence in

which users explicitly define relationships as needed.

A real image (called the "signal representation" of a scene) is

maintained as a collection of reduced images, with the number of reduc-

tions by powers of 2 determined by the size of the original. Symbolic

representations of an image are stored as relational DB's with object or

subobject, names attached to collections of real image picture points-,*

the six levels of symbolic representation (scene type, scene, cluster,

object, region, segment) Pirm a hierarxrnical model of an image.

Hardware-Software: The MIDAS hardware organization is shown in Fig. 2.54.

The multiprocessor configuration, using the UNIX operating sy~tem, is one

factor in providing less than a one second response time to database

requests.
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Figure 2.54. MIDAS hardware organization. }
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Interactive software packages provide MIDAS's image DB manipulation

capabilities. The software incorporates memory paging to handle large

images and provides access to a library of subroutines for image modi-

fication, analysis, and display. These subroutines are considered to be

"picture processing primitives;" low level routines control buffer trans-

fers, and higher level routines exist for operations such as histogram

generation, extraction of subimages, and rescaling of pixel data.

DB Organization: For a given image, both the signal and the symbolic

representations are hierarchies--the real image according to resolution

(reduction) and the symbolic image according to six levels illustrated

in Fig. 2.55.

The hierarchical symbolic DB is stored as an image description file

(IDF) that contains the tree structure along with such general information

as the person who generated the segmentation, the number of regions and

their reference numbers, and each region's location civen by the coordi-

nates of a minimum bounding rectangle (MBR). A typical subset of an

IDF appears to the right of the scene tree above. Symbolic representa-

tions generally are interactively formed. Vector lists of MBR's are

also interactively defined to tie the symbolic representations into

subimages in the signal representations.

The overall DB organization is as a text file containing a unique

scene file for each image in MIDAS (Fig. 2.56). A scene file contains

sici data as the names of the signal representation files, pixel size,

kind of sensor providing the original image, and the number of rows and

columns. There are also pointers to IDF's that have been created for

the image. There is provision for a relational DB to be generated
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SCENE DESCRIPTION TREE

SCENE TYPE - HOUSE TYPE SCENE

SCENE -H HOUSE

CLUSTER -m HOUSE SURROUNDINGS

OBJECTS -- HOUSE SHRUBS SKY TREE LAWN

REGIONS - ROop WALL WINDOW TRUNK BRANCHES

SEGMENTS- CHIMNEY [POOR WALL WINDOW BRANCHES LEAVES

LEAVES

IMAGE DESCRIPTION FILE (IDF)
EXACT SEG(0) REGION IS HOUSE
REG -- 19 LEVEL = SCENE
MCKFOWN ANCESTOR = - 1
1-14-77 DESCENDANTS = 1234
HOUSE =RO MBR= 1,.1,800:600,800:800,1
HOUSE SURROUNDINGS IR
SKY=R2 (1) REGION IS HOUSE SURROUNDINGS
ROOF = R15 LEVEL= CLUSTER
WINDOW= R16 ANCESTOR= 0

DESCENDANTS =15 16 19
LEAVES=R18 MBR = 57,94:57,738:441,738:44 1,94
LEAVES=R19

(16) REGION IS WINDOW
LEVEL = REGIONS
ANCESTOR = 5
DESCENDANTS = -1
MBR = 244,621:244,272:259,672:259,621

Figure 2.55. Sample tree and file organizations
used in the MIDAS system.
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Scene File
Attributes:

sensor
File Name
Byte size

"* Rows
"* Columns

Image Descriptor File IAcesFnt 1
---0im4ge Descriptor File 2

Relational Database N
IDF 1 enerator
Segmentation

and
Structural [Relational Database]
DescriptionI I
IDF 2
Alternate
Segmentation

Figure 2.56. Scene file, IDF's, and relational DB diagram.
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automatically for a scene file to afford rapid response to relation-

based queries.

2.7.2 Relational Database System for Pictures

This system is based on a relational DB organization for complex

pictures in which color and texture are used to establish region bounda-

ries (Kunii et al. 1102]). The DB organization satisfies the following

requirements:

Mi) Storage of character and numerical data in the same DB.

(ii) Data independence from the characteristics of specific

computers.

(iii) Data independence from a restricted user's viewpoint, i.e.,

flexibility for a variety of users with different interpreta-

tions of picture data.

(iv) Freedom from unnecessary linkages in order to support incom-

plete data and disparate sources of data.

(v) Flexibility to allow data structures such as networks or

graphs to be imposed on a copy of the picture data by a user.

The DBS was expected to be useful to users with different views of

data collection and picture representation, i.e., users with different

wurld models. (In general DB3 design for commercial applications, a

single dominant view of the "real world" is often the basis on which the

data structures and DB's are selected; all users are assumed to agree on

this model and to share the same concepts of usage of the data). No

hardware-software details are given by Kunii et al. [102].
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DB Organization: Picture data is organized as a set of relational DB's

associated level by level with a hierarchy for symbolic picture repre-

sentation (picture, object, part, region, color/texture).

The picture-level DB entries are picture reference numbers (SNAP#)

with numerical attributes such as DATE and NEGATIVE# and character

string attributes such as PLACE (taken) and SUBJECT. SNAP# is a pri-

mary key. An illustration of part of the object-level DB table for

two SNAPs was shown in Fig. 2.48. A generic name is attached to each

extracted object, and the SUPERPOSITION ORDER attribute is a nonnegative

integer giving relative distance of an object's center of ia•vss from

the sensor that created the image. A candidate key for this figure is

[SNAP#, OBJECT#] because each specification of these two attributes

that is a legal combination for the relational table uniquely implies

the values of the remaining attributes.

The part-level table represents objects as collections of parts.

Each part is assigned a reference number, a generic name like LEAVES

or LAWN, and a SUPERPOSITION ORDER number. Entries at the level of

regions are connected sets of pixels having identical color (gray level,

hue, saturation) and texture attributes in the original image. Regions

have boundaries which can be transferred upwards to parts, objects, and

pictures. Values for COLOR can be obtained via primary color filters.

Boundaries can be described by a list of sample points with (x,y)

coordinates or by parameterized curves fit to the data points. TEXTURE

is also a region attribute.
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2.7.3 Relational Pictorial Database System

This is an integrated pi'torial OBS for efficient representation

of physical images and logical pictures (Chang et al. [86, 87]). The

physical images are digitized real images occupying a separate, paged,

image store handled by an Image Store Management System (ISMS).

The logical pictures are representations of the physical images as

collections of picture objects stored as a set of relational DB's

managed by a Relational Algebraic Interpreter (RAIN). Correspondences

between physical images and logical pictures'are established by a

Picture Page Table (PPT), a relational DB that links objects in a

logical picture to memory pages (which are essentially rectangular

subimages)in a real image.

Hardware-Software: The pictorial analysis system is supported by a

Graphics-Oriented Relational Algebraic Interpreter (GRAIN), as shown

in Fig. 2.57. User interaction -is accomplished via a touch-panel plasma

display. The host machine is a PDP-11/40 with a UNIX operating system.

System software is written in the C Inagaage, a high-level UNIX-

supported language.

DB Organization: The ISMS interprets host commands for the image store

processor. These commands are essentially independent of the physical

image hardware, and some concurrent operations are possible. Two ver-

sions of an image are defined in the ISMS:

(i) A contour picture describes a line drawing for a logical

picture object as a minimum enclosing rectangle (MER). Five

formats for contour representation, including .chain codes

or (x,y) coordinates with a directory, are allowed.
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Figure 2.57. Basic elements of the GRAIN system.
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(ii) A digitized image defines a rectangle of arbitrary size and

orientation v•ith respect to a cartesian coordinate system.

Each pixel in a rectangle is addressed by its (x,y) coordi-

nates and has an associated nonnegative integer value with

gray-level information.

A picture object contained in a MER must be partitioned into rectangu-

lar picture pages to be accessed from the image store; the page size

is not fixed but must not exceed an upper limit determined by memory

buffer constraints. The paging is guided by a user-specified cost func-

tion which, for instance, could reflect that a minimum number of pages

is desired or that minimum total area coverage by the rectangular sub-

images is desired.

A logical picture is represented as three relational DE's:

(i) The Picture Object Table (POT) has individual objects as

its rows. The columns for an object row give a labeling

position, the name of thk picture object of which the row

object is a component, a tilting angle to define the object's

urientation with respect to the object of which it is a part,

and a number of additional attributes as necessary to com-

plete the characterization. In the position label, the

entry (-1,-I) flags a composite object; ctherw;se, the object

has a contour description in a contour table, PCT.

(ii) The Picture Contour Table (PCT) contains contour information

about objects in the POT. The contour is defined by one of

th'. formats shared with the image store contour picture and

may reside in the inage store itself or be a part of the PCT.
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(iii) The PPT mentioned above specifies which of the image store

picture pages correspond to a given object in logical

picture.

Table 2.9 is an example of a POT for objects A, B, C, and D with the

following hierarchy:

X

C D

A B.

The remaining columns for object A, for example, give(x-y-angle) posi-

tional information and specify that A possesses attribute A1. Table

2.10 is an associated PCT in which object A is designated type 4 in

contour format (which here means encoded as chain codes) and PIC.A is

a reference name for a corresponding file as an image store contour

table. Table 2.11 is an associated PPT showing, for example, that

objects A and B each occupy one picture page whereas object C occupies

two pages. Figure 2.58 is a representation of the logical picture

showing where objects A, B, and C are located.

2.7.4 Image Database with Interactive Query Language

Important features of this system are an image storage format and

an associated data manipulation language for storing, retrieving, and

modifying large images primarily of the type produced by LANDSAT satel-

lites [105, 106]. Emphasis was placed on the design of a high-level,

interactive language calledIQ (Image Query) to provide users with a
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LABEL ATTRIBUTES
NAME ONAME ANGLE

A D 0 4 0 1 0 0 0

B 0 4 4 0 01 11
C x 1 1 0 0 0 1

D X -1 -1 0 0 0 0 0

Table 2.9. Picture object table (POT).
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NAME TYPE UNAME CONTOUR CODES

A 4 PIC.A ((0,4),(2,4)) ((2.4),(2.6))
((2,6),(0,6)) ((0.6),(0.4))

(14,4),(6.4)) ((6.4),(6.6))
B 4 PIC.B ((66),(46)) ((4.6),(4.4))

C 4 P0C.C ((1,1),(5,1)) ((5.1).(5.3))
((5.3),(1,3)) 113,11

Table 2.10. Picture contour table (PCT).
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S...... LOCATION PAGE SIZE
NAME NPAGE X y ANGLEy

A 0 0 4 0 2 2

A 1 0 4 0 2 2

B 0 4 4 0 2 2

B 1 4 4 0 2 2
C 0 1 1 0 4 2

C 1 1 1 0 2 2

C 2 3 1 0 2 2

Table 2.11. Picture page table (PPT).
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A

C
(0.0) - - -(8.0)

Figure 2.58. Location of objects In a logical
picture.
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variety of operators to be applied to images via statements with rela-

tively simple syntax. This Image Database System (IDBS) does not

support symbolic or logical representations of images per se; rather,

users can process groups of pixels by operations such as expanding or

compressing the range of pixel values, expanding or compressing the

size of images, coloring images, joining a secondary image to a domi-

nant image, and masking parts of an image. The IDBS was designed for

image processing tasks requiring fast transfers of large blocks of data

in secondary storage.

Hardware-Software: The IMBD system is implemented at the Data System

Laboratory of the NASA Marshall Space Flight Center on a PDP-ll/45 with

128K bytes of main memory and 600M bytes of disk storage. The operat-

ing system is RSX-IlD. Peripherals include the usual I/O devices as

well as color graphics and graphics input with a cursor.

Users employ the query language IQ to manipulate images. Windows,

which are polygons that are interpreted either to enclose or to exclude

subimages, are created by users as artifacts for the IQ functions; in

other words, there are operations on images and windows to produce

new images and windows. The following five operations are included in

the IQ language:

(1) JOIN (join an ordered pair of images to create a new image).

(2) MASK (mask a subimage by a window, either as an enclosure

mask or as an exclusion mask).

(3) CLIP (mask a subimage by a window, then discard the unmasked

subimage).
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(4) UNION (join an ordered pair of windows to create a new one).

(5) INTERSECTION (intersect an ordered pair of windows to create a

new one).

Four functions are "generic" operations in the sense that parameters

must be preset to create specific actions:

(6) TRANSFORM (linearly transform pixel values into a new range).

(7) COLOR (attach color to a range of pixel values).

(8) OVERLAY (create a new image by overlaying one on another).

(9) ZOOM (expand or compress the size of an image).

IQ statements are also provided for a user to create functions, to route

images and display devices, and to compute and exnibit joint histograms

and joint pixel value distributions.

DB Organization: An image is partitioned into subimage pages of 64 by

64 pixels and has an associated page table that provides the disk

address of each page. A system file directory is maintained with the

following information about each permanent image: name, disk address

of its page table, size, category (such as soil type, slope, or land-

ownership) for a map or spectral channel (such as radar or infrared) for

a satellite image~, geographical coordinates, scale factor, and other I
explanatory items. This internal organization is the basis for the

DBMS operations and is transparent to the user. A user can create

temporary files of processed images and can also ..reate windows as

sets of polygons represented by lists of vertices in longitude/latitude.
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2.7.5 Partititoned Large Image System

This is an image processing facility with a DBMS for manipulating

images with large numbers of pixels (up to 4000 by 4000). The image

files use the Standard Image Database (SIDBA) for Japan, a set of

standard formats for storing image data on -nedia such as magnetic tape.

The SIDBA is an effort to develop a specification which has enough flexi-

bility to make it acceptable to users at different locations and which

can be used for development of transportable software (Tamura et al.

(116, 117]).

Hardware-Software: Figure 2.59 shows the image processing facility that

uses a TOSBAC 40C minicomputer as a I/O controller to connect its

peripherals to a large mainframe, the TOSBAC 5600/160. The software

consists of a library of image routines and a supervisor that inter-

prets a user's call, accesses the required image in storage, and

delivers the data to the specified routines. If an image is too large

for all the data to reside in main m~emory at once, the supervisor

handles the sequential transferring of subimages.

The algorithms in the library are FORTRAN subroutines for two-

dimensional array data and include, but are not restricted to, several

universal utility routines for SIDBA images. As examples, a user can

invoke utilities to change gray level information, to list the names

and sizes of images in a file, or to change subimagesize.

DB Organization: Real images are represented in the SIDBA format as a

collection of image filps. For the storage of images on a magnetic

tape, for example, the SIDBAMT specification is for a header of 512
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No. Items Length Position Symbols
(bytes)

1 Data Name 12* 1-12 DNAME

2 Frame Size 4 13-16 FX, FY

3 Subframe Size 4 17-20 SX, SY

4 Number of Subfrarnes 4 21-24 NSX, NSY

5 Gray level Information

Assigned Bits 1 25 NBIT

Effective Bits 1 26 EBIT

Storing Form 1 27 LR

Gray Scale Type 1 28 SCALE

6 Logical Record Length 4 29-32 LLENG

7 Physical Record Length 2 33-34 PLENG

8 Pixel Order 1 35 PODR

9 Subframe Oider 1 36 SODR

10 Margin Width 4 37-40 ML, Mk.MU, MD

I 1 Input Device 6* 41-46

12 Picture Type 6* 47-52

13 Size of Fully Visible Area 4 53-56 VX, VY

14 Coordinates of Reliable Area 8 51-64 RXS, RYS, RXE, RYE

Is Starting Point of Frame 4 65-68 FXS, FYS

16 Date 6* 69-74

17 Location 6* 75-80

18 Reserved for Future Use 52 81-132

19 Comments 380* 133-512

Total 512 *: Character Code (EBCDIC)

lable 2.12. Format of the header in SIDBAMT.
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bytes for each image with the header fields shown in Table 2.12. Item 2

is the image (frame) size; items 3 and 4, th,. size and number of sub-

imges. Gray-level information on item 5 includes the total number of

bits assigned for the levels and theeffective number of bits for the

actual quantization. In item 6, each subframe is a logical record; in

item 7, the maximum physical record length is set at 4096 bytes. The

remainder of the header contains other aspects of the physical DB.
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3. COMPUTER SCENE SYNTHESIS

Scene synthesis algorithms are considered in this section.

Rather than an exhaustive survey of all synthesis techniques, only

key important and computationally difficult algorithms are consid-

ered. Since "scene" implies a three dimensional nature, a key

problem is the three dimensional representation in the computer

of sufficient data to produce a realistic image from the scene.

An interesting argument related to realistic scene representa-

tion has been described by Carl Sagan in his book, Broca's Brain

(p. 17). He argues that we do not have the storage capacity in

either our largest computers or in the human brain to understand

a barely visible grain of salt. Salt, or sodium chloride, NaCl,

consists of sodium, whose atomic weight is 22.99, and chloride,

whose atomic weight is 35.45. Therefore, the molecular weight of

NaCl is 5:3.44. One mole or molecular weight of NaCl weighs 58.44

grams and contains 6.02 x 1023 molecules. A barely visible grain

of NaCi is approximately one microgram. A division gives theI

number of molecules in a microgram of salt as approximately 1016.

If we wish to know the three dimensional (x,y~z) position of eatch

molecule, then a storage capacity of 3 x 1016 numbers is required.

Sagan estimates that there are about 1011 neurons in the brain,

each with perhaps 10 der.Jri te connections. Thus, the total

storage capacity of a human brain is about 10 14 , less than 1%

of the required storage, but much greater than any computer

storage available. Sagan also points out that, if the salt is

in an absolutely pure crystal, the position of every atom
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could be specified with only 10 bits of information.

This argument clearly illustrates the impossibility with

modern technoloqy to accurately represent a grain of salt,

which is much simpler than an ordinary three dimensional scene.

Hoee, the tremendous benef it whi ch could be obtained from

observing regular structures or perhaps m~odelling irregularity

is also strikingly clear.

In this section, the problems of three dimensional surface

representation and display are considered in detail. First,

surface representation is presented in Section 3.1. Next, the

hidden surface problem which must be solved at TV rates to

provide interactive scene viewing is desceilbed in Section 3.5.

Surface shading computations are then considered in Section 3.6.

Finally, the synthesis of irregular texture patterns is described

in Section 3.7.
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3.1 Curved Surface Representation

The representation of curved surfaces is an important topic in real-

istic scene synthesis and analysis. In a natural scene, the surface

characteristics vary from point to point. This variation often cannot

be modelled by planar or faceted surfaces. Therefore, a study of curved

surfaces is essential for the synthesis and analysis of realistic scenes.

The problem of curve and surface representation is surprisingly

complex. For exomple, in mathematical analysis, the problem of defining

a curve is still a research topic. Recent papers on "snowflake" curves

or fractais demonstrate curves which are continuous but nowhere differ-

entiable, and illustrate that our common notion of dimension can be mis-

leading by presenting a curve that goes through each point in an area.

Even the concept of continuity is questioned when we consider a function

composed of rational numbers. These counter-examples in analysis will

not be considered relevant to the present study by restricting considera-

tion to common methods used in computer sc-ne synthesis.

Blinn [1] defines three common methods used to mathematically

desrribe shapes. These are:

1. algebraic method in which all points on the surface satisfy

an equation of the form

f(x,y,z) - 0 ;

2. point set method in which all points on the surface or on the

boundary edges of the surface are enumerated;

3. parametric method in which a surface is traced out by three

bivariate functions

x(uv), y(u,v), and z(u,v)
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A set of operations which are required for modelling and surfac.

synthesis are also listed by Blinn. These consist of:

1. Definition operations required for specifying the objects

in a scene;

2. Basic geometric transformations including translations, ro-

tations, sclaings, and perspective proje,'tions;

3. Calculation of intersections with other objects for hidden

surface elimination;

4. Computation of surface normal vectors for surface shading

calculation. A surface normal vector with the component in

the direction of the screen equal to zero indicates that the

surface has a silhouette edge.

In the following sections, each of the three surface representa-

tions will be considered.

3.1.1 Algebraic Representation

An algebraically defined surface is the set of points which

satisfy the surface equation

f(xyz) = 0.

For simplicity, the homogeneous coordinate representation (wx,wy,

wz,w) for the three dimensional points (x,y,z) will be used.

3.1.1.1 Surface Definition

A first order polynomial of the form

ax + by + cz + dw 0

may be called a plane surface.
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NO IlI , i

The defining equation may also be written in matrix form using

homogeneous coordinates,

where X - [x,y,z,w] and A' [a,b,cd].

All points which satisfy the equation X.'A 0 lie on the plane. Further-

more, the plane divides the space into two halves determined by X'A < 0

and XVA> 0.

A plane may be determined by three non-colinear points of the plane.

The defining vector A may be determined from a solution of the equation

X 1 Iz I w1 1 ra

x2 Y2 Z2W2 4b 0

x 3 Y3 z3 w3

Ld

where (xI,yI,zI,w1 ), (x2 ,y2 ,,W 2 ), and (x3 ,y 3 ,z 3 ,w3 ) are the three points

on the plane.

Since tne above matrix equation is homogeneous, there are many solu- A

tions, all scalar multiples of each other. A convenient solution comes
from the four, three by three subdeterminants of the matrix, developed

by the application of Cramer's Rule and ignoring the scale factor

Y z w1  wa Y2 Z2 wll b1

a b=- x2 z 2 w2

Y3 z33 x3 3 w3
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x~1 w x yw 1

X 3 Y3  3  X3 Y3W3

whiere IMI indicates the determinant of M4.

Another method of considering the three point solution to the

plane is to form the 4 by 4 set of equations

x y z w a

x y z w b
1 1 11

=0
x y z w c
2 22 2

x y z w d
L-3 3 3 3

Since ti~hs set of equations is homogeneous, its determinant

must be zero. i.e.

'Y Z

x y z wI

x y z w
3 33 3

Expanding this determinant about the top row gives

z Z WI Z W X y w Ix. y z

j w x.[xl Z Y x y w -X Y z w 0
22 2 222 2 2 2 22 2

y I w x y z
3 33 33 3 3 333 33 3

Comparing this equation with ax + by + cz, +.dw 0 gives the solutions.
198.



If the solution yields a = b = c = d = 0, a degenerate plane, it

indicates that the three points were linearly dependent, colinear.

An interesting ccmiputation is to determine the separating plant

between two points, (x , , z , 1) and (x , y , z , 1), which is the
lI i 2 x 2

perpendicular bisector of the line between the points. The bisection

point is

x x y + y z + z
1 2, 2, 1 2

22 2_

The direction vector of the plane is

(x -x , y - y , z - z , d).
1 2 1 2 1 2

The defining equation of the plane is therefore determined by:

x +x y +y z +z x -x

1 2, 1 2, 1 2,1 1 2 0

2 2 2 y y

1 2

L d

which leads to
2 2 2 2 2 2

d =-½[(x -x )+ (y -y )+ (z -z )I.
1 2 1 2 1 2

Thq separating plane is therefore defined by

199

- I

I'
-LjK.,- *



(x, y,z,w] X- x 2  0.

Yl Y2

d

Second order polynomials are called quadric surfaces and are defined

by expressions in which each term has coordinates to the second power:

0 - Ax2 + 2Bxy + 2Cxz + 2Dxw

+ Ey2 + 2Fyz + 2Gyw

+ Hz2 + 2Izw + Jw2

The quadric surface may also be 4 escribed in matrix form:

(x y z w)r B C 6 x 0
BE F G y

CF H I

G IJI w

or

9.X =0D

The shape of the surface depends upon the properties of the matrix

l.. Blinn lists the shape characteristics which may be determined from

the signs of the elgenvalues of _Q. Since _q is a syrumetric matrix,

its four elgenvalues will be real valued; however, one or more may

be zero. The sign sequences and shapes are given in Table 1. These

interesting classifications are invariant to perspective transformations.

Thus, although the ellipsoid, hypeboloid of 2 sheets and paraboloid are

in the same category, they could always be distinguished from a cylinder

or conq using the eigenvalue signs.
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NUMBER OF NON-ZERO EIGENVALUE SIGNS SHAPE

EIGENVALUES

4 + + + + No points satisfy
- - - - the equation

+ + + - Ellipsoid, hyperbo-
- -+ lold of 2 sheets,

paraboloid.

+ + - - Hyperbolotd of 1sheet, hyperbolic

"paraboloid

3 + +.+ 0 Only one point satis-
- - - 0 fies the equation

+ + - 0 Cylinder, cone
-- +0

2 + + 00 Single line

-- 00

+ - 0 0 Two intersecting
planes

1 + 000 Two coincident
- 000 planes

Table 1. Eigenvalue shapes and signs.
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The coefficient matrix Qfor a given surface may be constructed

fromi nine distinct points by solving the homogeneous equation:

2 2 2 2
x 2x y 2x z 2x w y 2y z 2y w z 2zw wI A

. C

E =0.
F
G

x 2x y 2x z ?_xw y 2y z 2y w z 2z w w J"j
Lg g q g g g g g g g g g g. gg g.

3.1.1.2 Transformations

It is well known that a 4 by 4 homogeneous transformation

matrix T may be used to perform translations, rotations, scaling, per-

spective and projective on a set of object points. If the object is

.presented algebraically by planar or -,uadric surfaces, then the

entire object may be transformed by a matrix operation on its

coefficient matrix.

For a planar surface defined by its normal vector Athe trans.-

formed vector A' is obtained simply by

-11

where T is the inverse of the point transformation T. Since the

homogeneous representation contains an arbitrary scale factor, the

adjoint matrix of T may be used in place of the inverse.

For a quadric surface defined by the matrix ~,the transformed

coefficient matrix 9'may be obtained as:

T -1
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As an example, consider the general origin centered sphere

described by
2 2 2 2

x + y + z r ~0.

The corresponding matrix g~is:[ 1 000
L 001 0

000 2

Suppose we wish to translate the sphere so that its center is at point

(h, k, 0). The point transformation matrix T is:

1 0 0 -h

00 1 0 =

T 0 0 010

The inverse of this matrix is:

[1 0 0 h-

-1 0 010 k
T

The transformed surface matrix ~jmay be computed from:

t
-1 -

AT .IT
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1a 0 0 0- 10 00 1 0 0h

010 0 0101 0001 0k

0 1 20 00 101

Lh k - 0 r 0

q~. 1 0 0 h1

0 0 1 22J

This matrix q'may be interpreted in the algebraic form

2 2 2 2
(x - h) + C> k) + z - r - 0

which is the equation of a sphere centered at (h, k, 0).

3.1.1.2 Intersections and Clipping

The intersection of two planes is a line in three dimensions.

A simple way to demonstrate this is to solve the two plane equations.

Let A1 2 (all, a 12 ' a13, d14)0 and ý,w(a 21, a 22, a23 .a24)' represent

the normal vectors of the planes. Then a point (x, y. z, 1) on the

intersection line must simultaneously satisfy the equations:

a 11 x +a 1Y+a1 1

a2l' + a 22y + a 23z + a 24  0.

Eliminating the variable z, equating and rearranging gives:
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a__a a]aa

13 23 23J 13 23J 13 23

This line is the silhouette of the three dimensional line. Points

on the three dimensional line may be determined by solving for z in the

original equations.

It is often useful to determine the intersection of a plane ard a

quadric surface. The resulting space curve or trace may be ied to de-

scribe the surface characteristics. Three cases must be cqnsidered,

since the plane and quadric surface may not intersect, may intersect

only in a point, or may provide a trace. The case may be determined

by evaluating:
-1t

[a, b, c, d]q [a]

This evaluation is analogous to determining whether a point lies on

the quadric surface. If the expression is zero, the -lane is tAngent

to the surface. If positive, the plane intersects the surface. If

negative, the plane does not intersect.

3.1.2 Surface Normals

The normal vector, n, to the surface, f(x,y,zw) = 0, is formed

by taking partial derivatives, i.e.:
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and evaluating these at a point on the surface.

For the planar surface, the normal vector is simply:

_*(a, b, c)'

t If C *0, the plane has a silhou.ette edge. For the quadric surface,

the normal vector may be computed by:

~2 (x .y, z .w) [1 0 01

A silhouette edge is formed if the z component is zero.

Since most quadric surfaces are infinite in extent, the deFo-ription

of natural or man-made objects with pure algebraic expressions is some-

what impractical. However, it is interesting to note the predominance

of planar and quadric surface segments in most man-made objects.

3.2 Point Set Representation

The most commnon form of surface representation is by a set of planar

or polygonal facets. This representation can only approximate a curved

surface and has only first order or surface continuity. Surface normals

can appear quite discontinuous. The imerit of the approach is simplicity

both in surface definition and in the omission of surface normal infor-

mation.

An arbitrary surface can be approximated by planar facets. One

interesting example is the ancient Chinese burial m~ask by which an

entire body was covered with about 2000, one inch square Jade chips.

A modern example was recently described by NASA, in which the heat

shielding for the space shuttle in which about 10,000 chips of high
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temperature resistant material were used for the outer covering.

The basic mathematical device in this representation is a polygon

in three dimensions. Each polygon is described by the coordinates of

the vertices around its perimeter and the connection information for

the set of vertices.

The transformation of an ob 4ect represented by planar facets is

very simple. One simply uses the homogeneous coordinate matrix to

transfotm the list of vertices. The connection information does not

change.

The clipping process involves determining if an object intersects

a clipping plane in three dimensions. This involves testing each edge

of the object against the plane and creating new vertices for the inter-

secting surfaces. To determine whet.Ier an edge between two vertices,

-v = (x , 9y1  zI, w1 ' and Y-2 = (x2, Y2 .z2, w2 )"

intersects the plane with normal vector A (a, b, c, d)', one needs to

determine if the vertices are on different sides of the plane. This may

be done by comlputing:

x Y z w -a - _
1 b1

xy zw f2 2 2 2__

If the signs of f 1 .;d f2 are different, the edge intersects thp plane.

The values of fl and f are proportional to the distance from the vee'tices

to the plane. The proportional distance of the plane from vertex v 1 to

vertex v2 Is given by:
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I

1 2

The actual coordinates of the intersection may he found from

(x, .y , Y), . a V_ + (1- Q)V

The calculation of intersection points may change the connectivity

of the vertices and may require creating new "capping faces" at the

intersections. Sutherland [2] describes the clipping process and

efficient algorithms for clip!in3. Baumgart t3] -considers the

general problem of intersecting one polyhedral otject with another.

3.3 Parirwitric Representations

The firnal method of curved surface representation is the parametric

surface. This approach appeai-s to be the modern technique for generat-

ing realistic curveC surficcs.

The parametric technique represents each coord1iati .oint by a

set of bivariate functions:

x - X(u,v)

y W Y(u,v)

z Z(u,v)

w V W(u,v)

As the parameters (u,v) vary, the functions sweep out all points on the

surface. Often, only a segment of the surface is used as a modelling

element. For example, a patch segment formed by restricting the para-
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meters to the range [0,1] may be used. The functions may in gentral be

of any form; howeier, consideration will be restricted to simple bivar-

late, cubic poynomials.

Let us first consider a univariate function x(t) of the forml of a

cubic polynomial where the parameter t is restric.td to the range [0,1].

This function may be written as

3 2
x(t) a x t + x t +x t+ x

3 2 1 0

In ,ector form

3 2
x = It t tI] x

3

x
2

xI

x
__0

The column vector of coefficients define the curve and must be specified

to evaluate the function. However, it is difficult to geometrically

interpret the values of the coefficients. One method for specifying

the coefficients which has geometric appeal is to specify the position

of the curve at equi-spaced values of the parameter t, 0, 1/2, 2/3, 1

as shown in Figure 3.1.

The function values at the selected points may be represented as:

-0 0 0 1 x
x/3) 8/27 4/9 2/3x
_x(1) 1 1 1 1
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x(t)
A
//

/

I '
- t

0 1/3 2/3 1

Figure 3.1. Specification of coefficient values
for a cubic polynomial.
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II
The required coefflcien:s may be determined by inverting this

matrix to obtain:

"x -4.5 13.5 -13.5 4.5- -x(O) -

9.0 -22.5 18.0 -4.5 x(1/3)
x
2 -5.5 9.0 -4.5 1.0 x(2/3)

a

x 1.0 3.0 0.0 0.0- x(1)

-x0-I

The surface description for a bivariate cubic polynomial mly be

developed by first considering the x component i, the repres,,r t ation:

3 2 -37
xa[u u ul] C v

2
V

II
V

where the 4 by 4 matrix C contains the 16 coefficients required for all

cross terms in the bivariate cubic polynomial.

One method of specifying the C rratrix is to select 16 control points

at parameter values u,v - 0, 1/3. 2/3, 1. The matrix X - {x(u,v)} may be

used to determine C by:

C- MXM" M7

where M is the inverse of the u or v selected point matrix previously given.

Several other methods may also be used which have more geometric appeal.

For a curve with N points, a practical approach is to divide the curve

into segments and fit a cubic polynomial to each segment. This avoids the

oscillations often obtained with high order polynomials. Note that if e
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cubic polynomial was determined for each 4 point segment, the total curve

would be continuous; however, the derivative would probably not be contin-

uous at the boundaries of the segments. This slope discontinuity may be

avoided by defining each cubic section ,n terms of two function values

and two slope values, as shown in Figure 3.2. Since

3 2
x(u) = x u + x u + x u + x

3 2 1 0

and
2

xO(u) = 3x u + 2x u + x
3 2 1

at the control points u = 0,1 one may always develop four equations:

x(O) = x 0

x(1) = x3 + x2 + xI + x 0

x ý(O) = x1

xý(!) = 3x3 + 2x2 + x 1

The polynomial coefficients may be determined from the solution to these

equations which in matrix form is:,j
x-- 2 -2 1 17V O()-j

X -3 3 -2 -1 Ix()

x 0 ~0 1 'O

x 1 0 0 a x (1)

This technique generates a curve called the Coons [4] curve which may

be generalized to Coons' surface description. The derivative continuity

over a set of N points is maintained by overlapping the start and end
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*1

x'(O) x'(l)

XIM

x(O))

Figure 3.2. Specification of a curve by end
point function and derivative
values to generate a Coons curve.
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points of the segments.

The generalization of the Coons approach to surface patches also

requires the specification at each corner of the patch not only of the

first derivatives in the u and v directions, but also a second derivative

2
d x/dudv.

Another approach which achieves the derivative continuity but

avoids the specification of the derivatives was developed by Bezier [5).

With this method, the cubic is again specified by four points of which

two are the start and end points; however, the other two are points for

which the end point tangents must pass through as shown in Figure 3.3.

The conversion between control point and coefficients is:

-Kx- - -1 3 -3 1 -p

X 3 -6 3 0 p
2 2

x -3 3 0 0 p
1 3

x 1 0 0 0

The Bezier approach has several advantages. The shape of the

approximating polygon gives a good intuitive approximation to the

surface. Also, the curve always lies within the convex hull of the

control points. The generalization to surface patches requires only

a control net of 4 by 4 points. The surface patch will pass through

the four corners of the net and stretch toward the other net points.
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x

42p.
P4 X

Figure 3." Specification of 8 Bezier curve by
end points and bounding polygon.
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Another surface representation method which allows second order con-

tinuity is the B-spline technique. This approach also requires four con-

trol points as shown in Figure 3.4, but generates a curve which may not

pass through the control points. The matrix to convert control points

to cubic polynomial coefficients is:

x -1 3 -3 1- p
"3 1

x 3 -6 3 0 p2 = 212 2

x -3 0 3 0 p
1 ! 3

x 1 4 1 0 p-0 _1 .. .. 4

The end points of the curve come close but do not necessarily pass

through p2 and P3. The blending of curve segments is done by overlapping

3 control points on each segment. The surface description using B-splines

uses a mesh of control points similar to the Bezier technique; however,

the patch approximates the center square of the mesh instead of the

outside boundaries.
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/ S.

/ S.

/ S.

U

Figure 3.4. Cubic B-spline specification by
control points.
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3.4 Advanced Curved Surface Representation

Although a large amount of research has been done in the area of

computer synthesis of surfaces, only a few hardware system are availa-

ble that can produce "raitc scenes at TV rates. One example is

the excellent General Electric scene generation system. The funda-

mental difficulties encountered in realistic scene generation are that

not only must the scene be efficiently represented in a computer data

base, but it must also be efficiently manipulated to produce TV rate

sequences of scenes. This involves solving the hidden surface prob-

lem, changing the resolution of the scene for a zooming sequence, high-

speed transformations such as translations, rotations, and perspective,

and shading or illumination calculations. Also, embedded in the solu-

tion are the problems of modelling arbitrary shaped surfaces and mani-

pulating these models, for example, as in determining the intersection

curve of two arbitrary shaped surfaces. Most previous solutions have

been developed for polygonal surfaces or gridded data bases. Recent

research in computation geometry for computer graphics indicates the

possible feasibility of a free form surface representation using dis-

crete B-splines.

The purpose of this section is to review this development to

determine the application of this generalized representation to scene

synthesis.
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.. 4.1 Parametric Surface Representation

Three general methods are available for surface representation:

algebraic, poiit set, and parametric. An algebraic equation of the

form f(x,y,z) = 0 is not considered appropriate for the free form surface.

For example, no one could write a general equation to describe a mountain,

a tree, or a grass lawn. The second form of representation, vertex

point set, is most appropriate for polygonal facet representations which

are implemented in state of the art systems and will not be considered

in this review. The third method appears to offer the most promise

for generating realistic curved surfaces, and the parametric approach

will now be considered in some detail.

In the parametric techniques, each coordinate point is represented

by a s,. of bivarlate functions:

x a X(u,v)

y - Y(uv)

z - Z(uv)

w = W(uv)

Only two parameters (u,v) are needed to sweep out all points on the

surface since a surface in three dimensional space is by definition

two dimensional (fractal surfaces excluded). The most common approaches

restrict the parameters to a finite range such as (0,1), so that the

surface may be thought of as a patch, rather than a continuim. This

leads to several questions. What equations should be used to describe

tbh_ patch? How are the boundaries and coefficients of the patch speci-

fied? How does one insure continuity between patches? If one has a scene

consisting of objects described by patches, is there an easy way to determine
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which object obscures the other? If only a partial obstruction occurs,

how does one determine the intersection surface so that only the visible

portion can be displayed?. Is there an efficient technique for extending

an object description from one resolution to another? For example, if

one were to attempt to simulate an orange or a radome, then when viewed

from a distance, the object should appear as a smooth sphere, but when

viewed at close range, it should appear very textured. .If algorithms

have been developed which provide answers to these questions, then it

may be possible to build a free form display system.
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The problem just described may be called the major dilaa of

scene synthesis. In order to accurately model free form surfaces, a

data base of smooth functions, such as splines. are required. In order

to produce a high speed, high quality, shaded, hidden surface display,

a~ polygonal data base is required. It appears that one can have either

a good model or good display, but not both. It should be noted that

either solutioti has important applications. For example, in designing

free form surfaces for computer aided manufacture (CAM) for control of

a nunwrical milling machine, it may be sufficient to have a good model.

Also, in many scene synthesis applications, the polygonal surface display

is adequate. However, a scene synthesis system which could provide both

I ~a good miodel and a good display wvould certainly be desirable in both
applications. A technique which would interface the two tasks efficiently

by permitting a free-form model to be approximated by a polygonal represen-

tation may be a reasonable solution, since this would permit a general

data base to be shared between the model and display functions.

One important technique which should be incorporated in such a

system has been called a subdivision, coarse to fine, or hierarchical

technique. This technique would permit the designer to specify an initial

set of control points, then proceed to add nore control points in regions

4 in which more detailed specifications are required without altering the

other regions. For example, one might represent a quadratic function by

a degenerate cubic function, then permit generalization to the cubic.

In a recent paper by Cohen, Lyche, and Riesenfeld [61, the mathematical

theory of discrete B-spllnes and the Oslo subdivision algorithm are

described. A summary of this paper will now be presented in an attempt

to determine if this theory is sufficient to answer the previous questions.
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3.4.2 8-Spllnes

The classical method for fitting a set of (n+1) data points might be

to form a Lagrangean interpolating polynomial of degree n which passes

through these points. h~owever, if n is largi, undesirable oscillation

may o,:cur in the polynomial which may have as many as (n-i) maxima and

minima. The modern method of avoiding this problem is to construct a

composite curve by fitting successively low-degree polynomials to

successive groups o~f data points. The resulting piecewise polynomials

will be continuous but may be discontinuities in slope at the joints

between successive curve sigments. In~most applications, this slope

discontinuity will be unacceptable. By the use of polynomial splines,

it is possible to interpolate the data smoothly using low degree poly-

nomails to reduce oscillationi problems.

For a set of (n+'L) data points (xi~yi), i=Os 1, n. we wish

to fit these points with a composite function N(x) such that:

i) over each subinterval M(x) is a cubic polynomial;

ii) M(x) and its first and second derivatives are continuous

at the data points.

The resulting smooth piecewise cubic curve is called a cubic spline.

Solines of higher degree result when continuity of the third or higher

derivatives are specified.

To generate the cubic spline, we may start with the first pair of

data points or span. The points xi~ are often called knots. On the first

span we have:

M(x0) =Y

M(x1) =Y
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I and

IM(x)n= ax 3 + bx2  cx + d.

In order to determine the four coefficients (a,b,c,d), two additional

conditions are needed. Suppose that the first and second derivatives are

known at x,, i.e.:

M'(x 0 ) Y 0O

M:'(x 0) Y"

Then since

M'(xO) = 3axO2 + 2bxo + c

M"(x,) 6ax 0 + 2b

a set of simultaneous equations may be used to solve for the coefficients,

i.e.:

S= ax 0
3 + bx02 + cx0 + d

S= ax 1
3 + bx 12 + cxI + d

y 3ax + 2bx + c

y = 6ax + 2b

0 0

Once (a,b,c,d) are determined, the polynomial may be used to generate

MW(xl) and M"(x1 ). Thus, the four conditions necessary for determining

the cubic coefficients for the next span can also be determined. The

remaining segments of the spline may be successively calculated in this

way until the last data point is reached. In practice, the spline may

not be calculated in this way, because of roundoff error and difficulty

in specifying the second derivative; however, a spline is easily constructed

from the data values and two other conditions.
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With these conditions in mind, consider the geieration of a cubic

spline which has the properties that M1(x) - M'(x) - M"(x) at each end.

Over three spans, the solution comes out M(x) 0 0. However, over four

spans with a non-zero function value at an internal knot, the B-spline

of order 4 or degree 3 results. The B-soline departs from zero only over

precisely four spans. In general, the B-spline M (x) of order m
mi

(or degree m-1) on a given knot set is zero everywhere except over the

m successive spans x < x < x. The B-spline is determined by the

i-m

knot set and one additional value of y, which riy be removed by normalizing

the amplitude in some way. One such normalization gives the normalized

B-spline:

N (x) =( - x )M (x)
mi i i-m mi

The practical importance of B-splines is enhanced by the property

that any spline of order m on the set of knots x , x1 , ... , x , can be

expressed as a sum of multiples of B-splines defined on the same knot

set extended (m-1) additional knots at each end. Changing the coefficients

of one of a set of a B-spline curve alters precisely m spans of the curve.

This permits local modifications which is a desirable feature in design.

3.4.3 Subdivision Methods

A method of describing a given curve through a set of Knots in

terms of another cur-ve with a larger set of knots is called a subdivision

technique. These techniques provide two fundamental advantages. First,
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they permit a designer to refine a design shape. Second, they provide a

technique for obtaining a piecewise linear approximation to spline surfaces.

After enough levels of recursive subdivision, the piecewise linear approxi-

rmation to a smooth surface should be satisfactory. The h)near approximation

may then be used with existing shading, and hidden surface removal algorithms.

3.4.4 Discrete B-Splines

The discrete B-splines have values only at discrete points; however,

when these points are connected, they resemble the profile of a B-spline

basis function. They exhibit loco' sopport and are nearly symmetrical

except at the ends of the support interval. If the discrete points are

taken sufficiently dense, the B-spline results. The discrete B-splines

are exactly the coefficients necessary to represent a coarser set of B-

splines by a set over a refinement of a larger knot set. The Oslo algori-

thm is a recursive refinement formulation. The new points of a subdivision

step are simply points along discrete spline defined by the old points.

3.4.5 Summary

The authors' approach to the free form scene synthesis problem

provides:

1. a general curved surface representation;

2. a general hierarchical design strategy for subdividing; and

3. method for developing a polygonal approximation for inter-

facing with existing display tchniques.

Remaining questions regarding adaptive subdivision, termination

criterion, efficient surface representation, and implementation are

still open. However, the technique appears to be a promising solution

to the dilemma of a good model and a good display.

225

*1



3.5 Hidden Surface Algorithms

3.5.1 Background

To provide realistic synthesized images, the hidden surface problem

must be solved. This problem of determining which surfaces of the ob-

jects in a scene are visible from a given viewing point has been said

to be toe most challenging problem in the field. The problem is not

theoretically difficult and, in fact, Roberts' (7] algorithm Dro-

vides one solution. However, this algorithm requires a large amount

of computation time even for relatively simple scenes.

The requirements for an effective hidden surface algorithm are:

1. To accurately determine which surfaces of the objects in a

scene are visible from a given viewing point. This also involves

deternnining the visibility of intersecting surfaces of objects.

2. To eliminate hidden surfaces for both planar, and curved

object surfaces.

3. To operate at or near real time TV rates, in which a new

image frame must be computed and displayed in 1/30 second, for

both simple and complex scenes. This requirement may be satis-

fied by an algorithm which has a number of computations not

exponentially related to the complexity of a scene, or by .
precomputation of object characteristics or by the use of

frame-to-frame coherence.

Although the problem of hidden surface and hidden line elimination

hds been the subject of intensive research for almost 20 years, no

clear cut optimum solution has been developed. However, at least

two commercial systems, available from GE and Evans and Sutherland

Companies, are available with hidden surface algorithm solutions.

226

.4al



The degree to which these available systems satisfy the above require-

ments is currently being investigated.

A review of several previous solutions to the hidden line and

surface problem will now be presented to provide insight into the

computational requirements and scene restrictions.

Robert's classic paper [7] included the first known solution

to the hidden line problem for conve,: planar oojects. Roberts intro-

duced an elegant volume test to determine if eacm relevant edge was

inside the volume occupied by some object in the scene. The test is

implemented by first writing the parametric equation for a line from

a point on the edge to the viewpoint:

X + (1 - x

where x is a point on .,he ray, 0 is the point on the edge, x. is the

viewpoint, and a is the distance parameter, 0 < a < 1.

If the platnar surface of an object is described by the vector a

where

a'x= ax + a2x2 3 +a 4 =0

then the inner product a'x may be tested to determine if the point x

lies on the plane or on the negative or positive side of it, i.e.:

< 0, negative side

a x = 0, on plane

> 0, positive side

If the vectors a f,," each side of a planar solid are collected in a

matrix, M, and the normal vectors to each plane oriented to point

outward, then the product Mx provides a vector, V.
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If all components of V are negative for any value of a, then the

point x is inside the object and thus hidden from view.

The total Roberts algorithm did not test each value of ct, but

used efficient techniques to determine bounding boxes for each object

to eliminate comparisons of collections of objects with other objects.

However, the computation required by the Roberts algorithm grows

roughly as the square of the number of objects in the scene. Also,

the scene must be decomposed into planar, co~nvex objects.

Another important paper on a hidden li~ie solution for the ortho-

graphic display of both planar and quadric surfaces was presented by

Weiss [8]. Quadric surfaces of the form:

Q(x,y,z) = alx2 + a2y2 + acy 2

+ blyz + b2 xz + b3xy

+ C1X + c 2 y - c3 z + d = 0

I
were considered and methods were developed for determining bounding

regions for the surfaces, intersections of surfaces, and visible edges

from any viewpoint. A point-by-point calculation and test of each point

for visibility against all the surfaces was made. This process was very

time consuming. The inclusion of both planar and quadric surfaces

permitted some very interesting images to be generated.

The key task in the hidden surface solution is the determination

of the visibility or invisibility of the surface points. A simple sur-

face visibility test for convex polyhedron objects is to determine if

the angle between the local line of sight and the outward normal of a

face is greater than 900. If this angle is greater than 900, the face
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may be declared invisible. Also, any line which is the intersection of

two invisible faces may be declared invisible. This surface test cannot

be extended to other types of solids, since the surfaces may be partially

hidden on non-convex objects. The method presented by Appel (9] may

be characterized as midway between the surface visibility test and the

point vis-Ibility test. The fundamental idea of Apple's quantitative

invisibility is that it is not sufficient to specify a curve invisible,

A but that the total number of visible surfaces that hide a point on the

curve should be measured, and when no surface hides the points on the

curve, the curve is considered visible. The quantitative invisibility

of a point on a curve is the number of visible surfaces which hide the

point. Visible points have a quantitative invisibility of 0. Apple's

algorithm introduced an efficient idea called edge coherence. The

quantitative invisibility of a relevant edge can change only where the

projection of the edge crosses the projection of some surface contour

edge. At this intersection, the quantitative invisibility increases or

decreases by 1. Furthermore, if the quantitative invisibility of the

initial vertex point of an edge is known, the visibility at any point

can be calculated by summning the quantitative invisibility changes.

Anumber of singularity situations, such as when the image of a vertexI

lies on the image of an edge, can occur and require special attention

in computing the invisibility.

The previous algorithms may be called object space methods in that

the visibility test is made in the three dimensional object space. The

next class of algorithms to be considered may be called image space al-

gorithms, since the visibility of points in the projected two dimensional
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image is determined. The image space algorithms are designed to create

images for a fixed resolution digital display, such as a 512 by 512,

digital TV system. The motivation for these studies is the production

of realistic, real timle TV images.

One of the first efforts in the development of an image space

algorithm was begun by Schumacker and his collaborators at General

Electric in 1965. This work led to the development of the first real

time solution to the hidden surface problem and has been operational

since 1968 (Sutherland, Sproull, and Schumacker [10], and Bunker and

Heeschen [11]

An interesting development in image space algorithms is the con-

cept of overwriting, which was used to display transparent objects

by Newell, et. al. [12] . A priority list which is used to determine

which face is visible when a number of faces surround a given pixel may

also be used in a different way. If the images of successively higher

priority faces are written in the image buffer, then faces of higherI

priority will overwrite faces of lower priority and a correcc hidden

surface view will be produced. Newell achieved the transparency effect

by permitting transparent faces to only partially overwrite the under-

lying face. If the intensity of the transparent face is greater than

that of the underlying face, the transparent face intensity is used

directly. Otherwise, a linear rule is used to combine the two inten-

sities.

The concept of a list-priority or visibility ordering of all sur-

faces in a scene was introduced in the Schumacker work [13). The priority

of a surface can be expressed as a linear ordering of the surfaces such
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that if two surfaces need to be compared for visibility, the one with

the higher priority is the visible one. The possibility that the

priorities can be assigned relatively independently of the viewpoint,

and that the scene can be divided into clusters corresponding to the

faces of objects, make the list priority approach very efficient.

Furthermore, much of the priority computation can be done as prepro-

cessing, and would not change significantly from frame to frame.

The implement:'tion of the list-priority algorithm requires the

computation of face-priorities within each cluster, the cluster-prior-

ity computations, and the image generation.

The priority assignment may be described as follows. If, from

any viewpoint, the back faces of an object with respect to that view-

point are eliminated, then integer number face priorities may be assigned

to each face in an object. A cluster is-defined as a collection of faces

that can be assigned a fixed set of priority numbers which, after the

back edges are removed, provide correct priority from any viewpoint.

The face priorities assignment requires computing whether face A can,

from any viewpoint, hide face B. If so, then face A has priority over

face B. The face computation must be made for all faces in each cluster.

A priority graph is then constructed. If there are circuits in this

graph, the faces cannot be ass'gned priorities and the cluster must be

divided into smaller clusters.

The calculation of cluster priorities can be described in terms of

a set of separating planes between the clusters. If the viewpoint lies

in a region bounded by the piecewise linear separating plane, the cluster
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priority can be determined for each cluster by determining the visi-

bility from that viewpoint.

The generation of the image may be accomplished with special

purpose hardware which performs the following operations.

1) The cluster priorities are computed by comparing the view-

point location to the separating planes in the scene.

2) A list of faces is constructed, in priority order, with

back faces excluded.

3) The perspective coordinates of each edge in the scene are

computed.

The final operations include a determination of which faces in-

tersect a particular pixel, and a priority search to determine the

visible face at this pixel.

A final class of hidden surface algorithms which will be consid-

eced are called scan line algorithms, as exemplified by the Watkins

scan line method [14]. This is now conmmercially available from the

Evans and Sutherland Computer Corporation. This algorithm is also im-

plemented in th~e MOVIE.BYU software package. Sutherldnd describes the

algorithm in terms of sorting. First a Y sort is performed to limit

the consideration of the algorithm to a single scan line. The edges

which project on the scan line are then sorted by their X coordinates

to determine a set of edge spans which are then determined by edge

crossings. The segments in this span are then sorted by their Z coor-

dinates to determine which is visible.

In sunmmary, a variety of solutions to the hidden surface problem
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have been developed and two have becn implemented into hardware/software

systems. The various algorithms exploit various forms of coherence in

the scene to obtain efficient computations. Sutherland lists the possi-

ble forms of coherence as follows.

Frame coherence: The image does not change significantly from

frame to frame.

Object coherence: Individual objects are confined to local vol-

umes which may not conflict. The use of clusters is a form, of

object coherence.

Face coherence: The faces are generally small compared to the

image size and may not conflict. Moreover, the penetration of

faces is a relatively rare occurrence.

Edge coherence: The visibility of an edge changes only where

it crosses another edge.

Implied edc"- coherence: If face penetration is detected, the

location of the entire implied edge can be extrapolated from

two penetration calculations.

Scan line coherence: The set of span segmentc encountered on

one scan line and their X intercepts are closely related to

those on the pr:evious scan line.

Area cý;.r'2rence- A particular element in the output image

and its neighbor elements are likely to be influenced by

the same face.

Depth coherence: "ne different surfaces at a given screen

location are generally well separated in depth relative to

the depth range of each.
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The previously described algorithms use various forms of coherence.

Roberts' algorithm uses object coherence. The Apple algorithm relies

heavily on edge coherence. The Schumacker algorithm makes use of depth

coherence in the determination of separating planes and the establish-

ment of a priority list. This algorithm also makes use of implied edge

coherence by dividing polygons wherever they intersect. The Schwnacker

algorithm also makes effective use of frame coherence. Finally, the

Watkins algorithm makes effective use of edge coherence.

3.5.2 Computational Considerations

The hidden surface problem is very costly, in terms of computa-

tion time. The effect of square law growth in the number of computa-

tiuns with the scene element.s relegate the point by point methods

to historical value only. The use of various types of coherence be-

tween frames, objects, edges, etc. seems to be a principal component

in making an efficient algorithm. Also, the concept of dividing the

computation into a pre-processing stage and an image production stageJ

seems to be an important elem~ent in developing a real time algorithm.

Sutherland stresses the idea of efficient sorting throughout the

hidden surface algorithm and developed a classification of algorithms

based upon the order in X, Y, and Z in which sorting was used in the

algorithm. It appears that further improvements based upon the im-

proved use of coherence are still possible in all the approaches.
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3.6 Surface Shading

An important feature of an image synthesis system is surface

gray scale prediction, or shading. Assuming that e hidden surface

removal algorithm has been implemented, the next step toward realis-

tic display involves the assignment to every picture element in the

image, an intensity or color which accurately simulates the viewing

situation. For simplicity, the intensity range will be assumed to

be 0 < I < I. for monochrome shading. Furthermore, if the total

intensity is due to several components, these will be assumed to

add linearity to produce a total intensity.

The shading intensity depends upon the surface geometry. One

important surface property for shading is the surface normal vector.

If the surface is a plane represented in the form:

ax + by + ca + d - 3

R normal vector is simply (a, b, c). This concept can also be

extended to curved surfaces by considering the normal vector toj

the tangent plane at a point. In polygonal surface representations

especially at vertex points, a unique normal vector may not exist.

In these cases, it may be convenient to consider an average normal

vector.

Given a normal vector and the position of an illumination

source, how does one determine the intensity of the corresponding

point? The answer depends a great deal on the surface properties

such as the spectral reflectance which determines how the surface

reflects light of a specific color, the texture which determines
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if the surface is a diffuse or specular reflector, and the trans-

parency of the surface which decreases the amount of light reflec-

ted.

One simple model for simulating an ideal diffuse reflector

is based upon Lambert's Law (1iS which states that a surface will

diffuse incident light equally in all directions. The differences

in intensity are produced by the different amounts of incident

light per unit area intercepted by portions of.the surface at

various angles to the light source. The amount is proportional

to the cosine of the angle between the normal vector, N, and

the vector to the light source, L, as shown in Figure 3.5. The

cosine may be computed as the inner or dot product of the two

unit vectors. If the cosine is negative, it indicates that the

viewer is on the opposite side of the surface from the light

source and the intensity should be set to zero for an opaque

surface. The intensity is given by:

cosn , -/2 < e < 712
I

0 , otherwise

where n = I for the normal Lambertian surface and n 2 gives

additional emphasis for small angles.

Specular reflectance or highlights may also be modeled. A

simple model introduced by Phong[161 makes use of the fact that

for any real surface, more light is reflected in a direction

making an equal angle of incidence and reflectance. The additional
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light reflected in this direction is called the specular compo.ient.

For example, if the surface were a perfect mirror, light would

only reach the eye if the surface normal, N, pointed halfway

between the source direction, L, and the eye direction, E, as

shown in Figure 3.65. This preferred direction has been called the

direction of maximum highlights, H, where

2

For less than perfect reflectors, the specular component falls

off slowly as the normal vector moves away from the maximum high-

light direction. The Phong shading function is given by:

S 0 ,otherwise

where ý is the angle between the normal vector N and the highlight

direction H, and m is a measure of the shin~ness of the surface

with typical values between 50 and 60.

Another model of specular reflectance was developed by

Torrance and Sparrow [17]. In this model, the surface is assumed

to be composed of a collection of mirror-like micro facets oriented

in random directions. The light reflected specularly can come only

from the facets oriented Lo reflect in that direction. A Gaussian

distribution was assumed for the average number, n, of facets

oriented at an angle, x, from the average normal to the surface, i.e.

n = exp{-(acT/)2}1

where a is a property of the surface being modeled with large values
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Figure 3.5. Lambert's Law for diffuse reflector.
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Figure 3.6. Specular reflectance.
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Figure 3.7. Torrance-Sparrow model.
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yielding shiny surfaces and small values yielding doll surfaces.

The angle a is the angle between the normal, N, and the highlight

direction, H.

Another term is used to arcount for the fact that the observer

sees more of the surface area when the surface is tilted. The

increase in area is inversely proportional to the cosine of the

angle of tilt, which is the angle between the average surface

normal, N, and the eye vector, E. This is implemented by dividing

by cosa where S is the tilt angle as shown in Figure 3.7.

Another effect which is included in the Torrence-Sparrow

model is called the geometrical attenuation factor, G. The

value of G which ranges between 0 and 1 represents the propor-

tional amount of light after the masking of incidert light or

the shadowing of reflected light by the micro-facets as shown

in Figure 3.8.

The final factor in the specular reflection is the Fresnel

reflection which gives the fraction of light incident on a facet

which is actually reflected rather than absorbed. The Fresnel

coefficient, F, is a function of the angle of incidence on the

micro-facet and the index of refraction of the surface is given by.-

[sin 2 ( p-e) + tan2 (,ý-e)1

F = Lsin (ý+e) tan (ý+e)

where sine = sinG/n, n = index of refraction, and # is the angle

of incidence or angle between L and H or E and H.
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H

Reflected light
shadowed by facet. Incident light

masked by facet.
Figure 3.8. Masking and shadowing by micro-facets.

fI

Phong Model Torrance-Sparrow Model

Figure 3.9. Comparison of Phong and Torrance-Sparrow
reflection distributions for Incident light at
3efrom normal.
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For metals which correspond to large values of n, the value

of F is close to 1. For non-metals corresponding to small values,

SF is close to an expon-ntial function with values near zero at

= 0 and near one at 7 = r/2.

The total Torrence-Sparrow model for specular reflectance

is given by:

nGF

cosa

A comparison of the Phong model and the Torrance-Sparrow models is

shown in Figure 3.9. There is a noticeable difference primarily for

non-metallic and edge lit objects.

In addition to the surface characteristics included in the

previous models, several other features of the viewing situation

may be important. One effect is due to the number of light sources.

Even when a single light source is predominant, there may be a

significant amount of ambient light, perhaps due to reflection

from other surfaces. This effect may be modeled by dividing the

received light, Ir, into two parts, one reflected from the surface,

Is, and the other due to ambient light, Ia. Thus, given

Ir s + Ia

only the portion I would be modified by the surface characteristics.
s

Another effect is due to spectral reflectance. For visible

light, three color components such as red, green, and blue or hue,

brightness, and saturation must be computed as the product of the

incident spectral energy and the surface spectral reflectance.
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For example,

G =~ Is.

B =I *b

where (r, g, b) are the tristimulus values of the surface at a

given wavelength.

Another feature of color is that diffuse and specular re-

flectance are modified differently. Only the diffuse component

is modified by the spectral reflectance. The specular highlights

appear white.

The distance from the surface to the receiver is also im-

portant. The inverse square law of received light energy with

distance accounts for the observation of two identical surfaces

from different distances appearing different. The shaded surface

appearance is not too sensitive to the particular form of inverse

distance rule. For example, either the light source to surface

distance may be used as R to make identical surfaces appear

different. Also, various powers of R such as RI or R' have

been used. .
Fog attenuation also depends on the above distances and

tends to compress the contrast range of the received light.

Transparency also decreases the amount of light but not as a

function of distance, but only as a function of the surface.

Finally, the difference between the various shading algorithms

should be noted. A faceted shading algorithm is the simplest to

implement since it assum~es that the intensity is constant over an
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entire planar polygonal facet. This produces a shading discontin-

uity at polygon edges which is enhanced by the psychovisual Mach

phenomena. Thus, this algorithm is not well suited for smooth

surfaces. Another algorithm, called Gourard shading, is illustrat-

ed in Figure 3.10 and 3.11. The reflected intensity is computed

at each polygon vertex using an average normal vector of the

polygons meeting at the vertex. Then, for other surface inten-

sities, a bil.inear interpolation between the nearest vertices

is computed. Although this algorithm is a significant improve-

ment over faceted shading, the discontinuities in the derivative

of the intensity produce some visible distortions.

Finally, the Phong algorithm will be considered. In this

algorithm, the vertex normals are interpolated across a poly-

gon surface. This minimizes the first order discontinuities and

permits the computation of specular reflection. The total

algorithm takes into account spectral reflection, incident and

ambient light, specular reflectance, and smooth shading, and has

been used to produce excellent simulated images.
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faceted shading

Gouraud shading

Figure 3.1 1. Two representations of the same
surfaces.



I.

3.7 Texture Synthesis

It is now possible to add realism to computer synthesized images by

the addition of texture. One method for real time display of texture was

recently reported by Schachter (18]. The mathematical moel for the

simulation of man made texture patterns such as urban building patterns,

industrial areas and farmland is also considered by Ahuja and Schachter

[19], and is a Gaussian random field called the "long crested wave model."

With this model, a texture pattern t(x,y) is formed from the sum of a back-

ground gray level b and a zero mean function g(x,y). The pattern formed

from a single long crested sinusoid is given by

t(x,y) = b + g(x,y)

t(x,y) = b + B cos(ux+vy+4)

where B is the amplitude, u and v are the spatial frequencies and ý in a

phase shift which is uniformly distributed in the interval (0,2-r). This

single long crested wave might be used to model a plowed field. A pair of

long crested sinusoids of equal amplitude produces a pattern whose structure

does not depend on the phase difference between the waves. The pattern

formed by the sum is described by

g(x,y) = B cos(u,x+v1y) + B cos(u 2 x+v2y)

= 2B coS(UaX+VaA

where ua = (u 1-u 2 )/2 va = (v1 -v 2 )/2

ub = (u 1+u2 )/2 vb = (v 1+v2)/2
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The pattern foined by two long crested waves might appear as a rectangular

pattern. When three or more waves are involved, the resulting pattern

becomes an increasingly complex function of the amplitudes and frequencies

of the components. The long crested wave model exemplifies the approach

which may be called a frequency domain description of texture patterns..

The method of texture description based upon a Fourier analysis is

illustrated in Figures 3.12 and 3.13, in which a set of texture patterns and the

corresponding Fourier transform magnitudes are shown. If each texture pattern is

represented by t(x,y), the corresponding Fourier transform magnitude

IT(u,v)l is given by

T(u,v) = ff t(x,y)exp{-j(ux+vy)}dxdy

The possible advantage of the Fourier description of texture is also illus-

trated in the transform patterns in Figure 3.12, such as 3.12(a) , the

tapestry pattern. Note that in the spatial domain, the tapestry pattern

is very difficult to describe. Horizontal linear segments are visible as

well as a salt and pepper dot pattern. However, neither of these patterns

exhibit enough regularity to permit a concise description. The only

apparent spatial domain description would be a point by point specification

of tkx,y). Now consider the corresponding Fourier transform pattern shown

in Figure 3.13(a). This pattern has a definite rectangular grid structure with

replica spectra at the grid intersections. Thus, the Fourier pattern appears

to have a parameterization in terms of the distance between grid lines in the

u and v directions, the replica spectra, and perhaps a random variation of

these parameters.
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Figure 3.13. Fourier transforms of texture patterns.
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Several similar illustrations may also be found in Harburn, Taylor

and Welberry (20]. The patterns shown in Figure 3.14 are variations

of square lattices. The perfect array shown in Figure 3.14(a) has a

perfectly spaced transform with spectra spacing inversely proportional

to the spatial dot spacing. In terms of Fourier theory, this spatial

pattern may be considered as being composed of three functions. The

basic circular dot function, c(x,y), shown in Figure 3.16(a), is con-

volved with an infinite impulse train of the form

i(x,y) = S 5(x-mX,y-nY)

which is showin in Figure 3.16(b). The result of this convolution is to

copy the dot at the location of each impulse, i.e.

s(x,y) = I I c(x-mX,y-nY)

as shown in Figure 3.16(c). The final step is to multiply this result

with an aperature function a(x,y) of the form

jl, x < x, and Iyj Yj
a(x,y) = f O, otherwise

where X1 > X and Y1 > Y. The resulting dot pattern t(x,y) may be

written as

t(xy) = a(x,y)s(x,y) .

The process may be more clearly understood in the Fourier transform do-

main. Denoting the Fnurier transforms of c, i, s, a, and t as C, I, S,

A, and T, it is clear that the transform pattern shown in Figure 3.15(a)
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(a) Circular dot pattern
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Figure 3.16. Steps In the formation of a lattice
pattern.
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is also composed of the transform of the dot .(u,v) copied to each impulse

location of the sampling impulse function

I(uv) = 6 &(u-m/X,v-n/Y)

which may be written as

S(u,v) = Z C(u-m/X,v-n/Y)
-00 -CO

Finally, the multipiication of the spatial pattern by the aperature func-

tion a(xy) results in the convolution of the sampled spectra S(u,v) by

the aperature transform A(u,v), where

A(u,v) = sinc(TruX1 )sinc(7TvY,)

and

sinc(uX1 ) = sin(7ruX,)/(ruX1 )

A close examination of the transform pattern would reveal the following

facts. The shape of the small replica spectra are basically A(u,v). The

large overall circular pattern is due to the dot transform C(u,v). The

sample spacing is basically due to I(u,v). The overall pattern is des-

cribed by
T(u,v) = A(u,v)*{I(u,v).C(-i,v)}

Note that the convolution could be avoided in practice by simply using a

finite window. Thus to produce T(u,v) one would simply form C(u,v) and

multiply it by l(u,v). The reciprocal effect of the sample spacing is

clearly shown in Figure 3.14(b), and in its transform in Figure 3.15(b).

Note that a hexagonal dot pattern shown in Figure 3.14(c) has a corres-

ponding hexagonal central portion in its transformation, which is

shown in Figure 3.15(c). These examples of perfectly spaced patterns
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show the basic transform steps involved but would normally not be considered

as textures becaiise no irregularity is present. However, consider the

pattern shown in Figure 3.14(d).

This pattern is basically the same as Figure 3.14(a), but each point has

been displaced both horizontally and vertically from its original amount

by an arbitrary amount of up to 10% of the lattice spacing. This effect

could be produced by forming a random impulse tr~iin i(x,y) where

if(x,Y) = 6 6{x-m(X+x),y-nY)
-CO -CO

where x" is a uniformly distributed random variable over the normalized

interval (-.05,.05). Since i'(x,y) is now a random function, its direct

Fourier transform is now not well defined, although the Fourier transform

of any particular realization such as that shown in Figure 3.15(d) may cer-

tainly be computed. In fact, note that I'(u,v) may also be considered as

a random function described by

1'(u,v) = I 6{u-m/(X+x'),v-n/Y}
-CO -COI

The variation in the transform spacing would have a normalized range

{-1/(.05),1/(.05)). Thu•, if the spatial pattern varies by 10%, the

transform pattern could vary by 10 times. This effect can be observed

on the transForni shown in Figure 3.1E(d). A similar effect has been used

to produce Figure 3 .15(e), witii a registration variation between ruws and

Figure 3.15(f), with 25% variations.

The pattern shown in Figure 3.14(g) may be called a paracrystal. The

lattice points are still confined to rows and columns, but both the spacings
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within rows and columns are subject to 10% variations about the mean

value. In Figure 3.14(h), a registration variation between correspond-

ing points in adjacent rows and columns has been added. In Figure

3.14(i), this variation has been increased to 25%.

The pattern shown in Figure 3.14(j) has, in each horizontal row,

a perfect one dimensional lattice, but the register of each row is

subject to a 10% variation relative to the preceding row. Note that

in the transform, this has distributed the energy in the vertical

direction. The pattern shown in Figure 3.14(k) is made up of para-

llelograms of equal side length, but with angle variaticns. Finally,

in Figure 3.14(1), both the cell side length and the angles vary.

This sequence of patterns illustrates that going from very

regular patterns to textures involves a random process which can

be interpreted in either the spatial or spatial frequency domains.

Furthermore, if the basic subpattern remains constant, as is the

case in Figure 3.14, the essential random -is an impulse train in

space or spatial frequency. In the spatial frequency construction,

this impulse train is simply multiplied by the transform of the

basic pattern's transform. Variations in the texture pattern are

produced by the variations in the impulse train spacing.
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4. IMAGE ASSEMBLY SYSTEM COMPONENTS

Since the desirable Image Assembly System capabilities include

both image analysis and scene synthesis, it was considered desira-

ble to briefly review individually the characteristics of each type

facility separately. Therefore, a typical image analysis facility

is described in Section 4.1. Design considerations for a general

scene synthesis faý;ility are then reviewed in Section 4.2.
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4.1 Image Analysis Facilty

A general-purpose image processing facility should be charac-

terized by three principal features: interactiveness, modularity,

and expandability. These features should be reflected in the choice

of both the hardware and software elements comprising the system.

This section deals with the basic functional aspects of a pro-

posed image processing facility capable of handling initial process-

ing requirements as well as long term analysis and processing tech-

niques that will result from advances in the state of the art in

digital scene analysis.

The principal components of the proposed image processing lab-

oratory are shown in Figure 4.1. The elements of the system are:

Digital computer

Image display system

Video image digitizer

Mi crodensi tometer4

Analog video recorder

Disk unit(s)

Digital tape unit

Graphics terminal

Other Input-Output (I/0) devices.

The function and basic requirements of these components are dis-

cussed in the following sections.

4.1.1 Digital Computer

The choice of a digital computer is the most important decision

to be made in the design and implementation of this facility. The

computer hardware sets the limits on the speed at which information
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within this facility can be processed. The degree of limitation which is

placed on the processing of images is directly related to the computational

speed of the digital computer. The limitations on the computer' hardware must

be understood in the context of image procissing applications. As the

number of computations increases due to algorithm complexity or size of

an image, the speed with which the computations are made becomes more

critical.

There are three principal features of computer hardware that must be

quantified and studied with respect to their effect on the processing of

image data. They are: processor speed, maximum core size, and memory

addressability. The digital computer selected for this application should

have the capability of processing a floating point multiplication in

less than one microsecond and should be configured with a minimum of 256K

words of memory, with the capability for addressing this size of memory.

This suggestion is bised on our experience with a large number of image

processing algorithms implemented on general-purpose systems. For example,

128K words of memory in a 32-bit machine are required to store two 512 x

512 images with an intensity resolution of 256 levels. Additional storage

is required for the operating system, processing algorithms, 3nd interme-

diate computational raýsults. Although less memory could be used by

storing an image on a mass storage' device such as a disk, the speed and,

hence, the time for processing an image are greatly enhanced by having

the capability of storing at least one full frame in core. Additionally,

the simplifications in progranming that result from having access to the

information directly in core is signif'icant.
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The choice of a particular machine should also be influenced by its

expandability characteristics and by the selection made at other image

processing facilities in the U. S. It is well known that software costs

often exceed the cost of hardware, especially in environments in which

new techniques are routinely being developed. Similarity of the main

processing system will simplify implementation of computer algorithms

developed at other institutions.

Addit'ion of an array processor to the system should also be given

consideration in order to further reduce computation time. An array pro-

cessor is particularly important when a large number of images must be

analyzed in a real-time environment.

4.1.2 Image Display System

The purpose of the display system is to convert a digitized array back

ii~to an analog image. The most popular type of image display system is

the memory-refresh type, which produces a video image at 30 frames/sec.

from an array stored in dynamic random-access memory.

An important consideration in the choice of an image display system is

expanoability in the field. Many manufacturers offer a basic main frame

which can accommodate up to three or more channels of 512 x 512, 8-bit

images. This allows displays of so-called full-color images by feeding

three independent intensity images into the three guns of a color monitor.

In terms of the proposed facility, the minimum configuration should be

a system capable of displaying 512 x 512 images. With respect to intensity

resolution, the minimum number of gray-levels should be 256 (8-bits) in
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order to capture the subtle changes that are generally characteristic of

images used in military systems.

Finally, the availability of a compatible computer interface and well-

documented display software written specifically for the operating system

selected for the image processing facility should play an important role

in the selection of the display system.

4.1.3 Image Digitizer

Image digitizers are used in two basic modes: on-line during testing

of sensors and off-line for additional processing of imagery as well as

algorithm deve'iopment. In either case, it is necessary to use an image

digitizer in order to convert the analog inputs into a digital representa-

tion suitable for computer processing.

The principal requirement of the image digitizer for on-line operation

is that it be real time. Itis recommended that any digitizer selected

for the proposed system be capable of processing a 512 x 512 field with

a minimum intensity resolution of 8-bits. The 512 x 512 format is

important in applications involving image transforms, which typically re-

quire that the number of points in both spatial directions be an integer

power of two.

The digitizer used for off-line processing should be able to operate

from one of three-input sources: video from a sensor or recorder,

transparencies, and printed images. If images are digitized from a

recorded video signal, the digitzer used in off-line operation must also

be real-time. In the off-line mode, it is important that the digitizer be

equipped with reasonable interactive fedtures such as the capability to
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digitize a window i% the image, automatic video gain control, and variable

image size. These features should be specifiable either manually or by

software control from the computer.

The off-line unit should be physically located in a station containing

a camera and light table stand assembled in a permanent arrangement. Off-

line operation will be highly interactive, requiring that the digitizer

controls be in the vicinity of the camera itself.

4.1.4 Microdensitometer

Microdensitometers are used to produce digital images from hardcopy

inputs. Unlike the video digitizer discussed in the previous section which

employs the scanning electron beam of a TV camera, a microdensitometer is

a device that operates on the principle of quantizing light passing through

a transparency or reflected from a nontransparent medium such as a photo-

graph. Microdensitometers employ mechanical scanning to achieve a degree

of accuracy that is well beyond the accuracy that can be obtained from

scanning with an electron beam. The principal disadvantage of microdensi-

tomers is that they are slow not only in terms of set-up time (i.e.,

mounting the transparency on a drum or flat bed), but also in terms of scan-

ning speed.

If a microdensitometer is selected for the proposed image processing

facility, there are two important points to keep in mind. First, the

system should be capable of being interfaced directly to the computer in

order to simplify its use. Second, the mounting mechanism and expected

size of transparencies should be size compatible in order to avoid having

to trim a fMIm so that it will fit in the digitzer. Although this might
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seem a minor point, it canl be a significant source of frustration and in-

efficiency, often leading to minimum use of the microdensitometelý'.

4.1.5 Analog Video Recorder

It is recommnended that at least one video recorder be included in

the image processing facility to record the results of tests deemed

particularly important. The video tapes can be used to play back the

results of a test for additional processing, evaluation of new algorithms,

or for training new operators in the use of the image processing equipment.

The recorder should be of sufficient quality to avoid distorting the

data by nonlinear effects. Consideration should be given to having two

machines with editing capabilities. This feature will be quite valuable

in preparing experimental video tapes'containing representative or impor-

tant events. An editing capability, coupled with audio, also has the

advantage of simplifying the generation of video tapes for demonstration

purposes.

4.1.6 Disk Units

The principal mass storage of any modern image processing facility is

in the form of digital disks. Typically, it is desirable to nave at least

two independent disk units in order to reduce down-time caused by disk-

drive failures. It has been our experience that a capacity on the order

of 150 Megabytes per' drive will be quite adequate for most image process-

ing facilities, especially in the initial stages of operation. It would

be desirable, if bids are competitive, to select disk drives manufactured

by the same vendor providing the comr-iter. This will greatly simplify
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any service agreemlents that may be purchased for the main components of

the system.

4.1.7 Digital Tape Units

Digital tapes will be used primarily for operating software back-up,

as well as for archival storage of-images. Tapes are also the main

medium fujr off-line data transfer between different computer facilities.

It is anticipated that the image processing facility will not need

more than one tape drive. The principal features of this unit should be

that it be industry compatible and that it be able to read, as a minimum,

a tapE density of 1600 bpi (bits per inch).

As indicated in the previous section regarding disk units, it would

be advantageous to obtain the tape unit from the same manufacturer as

the computer.

4.1.8 Graphics Terminals

The image processing laboratory should contain at least one high-

resolu'tion (i.e., 4096 x 4096 points) graphics unit. This unit can also

be used for two- and three-dimensional simulation of images, as wellI as

for a large variety of data output display formats.

Although a monochrome-intensity device will suffice for the purposes

of graphics and data displays, a strong case can be made for the selection

of a color graphics unit. It is well known that the human visual system

has the capability of discerning several orders of magnitude more colors

than monochrome intensities. The accuracy of data analysis and interaction

of a human and a machine are often enhanced by the use of color. Allso,
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summary of results for presentatiions are considerably more effective when

prepared in color.

4.1.9 Other InpLt-Output (I/0) Devices

The. image processing facility will require several console CRT termi-

nals. These terminals will be used in the computer system and the graphics

and image display stations, as well as for communication with other com-

.",ter facilities.

Two basic hard copy output devices will also be needed in the system.

The first is a line printer or similar unit for listing programs, nu;,lerical

outputs, etc. The second is a photographic unit for recording any

desired outputs from the image display and graphics systems. The simplest

photographic device is a polaroid or 35-mm single-reflex camera. There

are available units capable of reproducing TV outputs in a '',-iety of

T.,'mats, such as ohotographs, transparencies, and 35-mm slides. These

units perform a very important function in an image processing environment

by prcviding fast, high-quality records of experimental results. The.'

also simplify the generation of pictorial materials for reports and

presentations.

Additional I/O devices that should be considered for the system

include a dual floppy disk drive and a card reader. Although these last

twc items are the lLJst important, they should be evaluated in terms

of projected uses of the facility.

4.1.10 A Note on Software Documentation

A procedure for documenting all software developments and a standard

image file format should be established prior to the date when the image
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processing system is expected to begin operation. Although this may

appear as a trivial recommnendation, an informal tour through other image

processing facilities would soon reveal a prevalent lack of proper docu-

mentation, poorly written software, and incompatible image formats.

All software should be written using structured programmling tech-

niques. A User' Note should be written for every program that is made

an integral part of the image processing package. As a minimum, this

note should include:

1. the date

2. the note number in an established sequence

3. the name of the progranmmer

4. a clear set of instructions using standard terminology with
respect to other notes and detailing all options available
in the program

5. a reference to the location of the original program source.

All image files should consist of two basic components: a header

section and an image date section. The header section of the image

file will serve as an identifier and will play a central role in data

organization and retrieval. This particular format represents one of

the first attempts at standardizing image data, and it appears to be

gaining acceptance in this country, as we'll as in Europe.

The data section of the image file should be divided into records

whose size is chosen to optimize data transfers. Choice of record

size will have to be delayed until the hardware has been selected.

4.1.11 Organization of the Image Processing Laboratory

Figure 4.2 shows a suggested layout of the image processing
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laboratory in a space adequate for this facility. It. is expected that

a raised tile floor will be installed during construction in order to

guarantee adequate heat removal and to simplify interconnection of

the equipment.

In terms of lighting, it is recommnended that a dual lighting sys-

tem be installed. One system should be of the fluorescent type norm-

ally used in offices. The other should consist of incandescent spot-

lights with dimmers. Both lighting systems should be partitioned

into sections with independent controls to allow variable lighting

configurations. The spotlights are particularly important in the

area where the image processing and graphics stations are located.

It has been our experience that soft, incandescent lights are

ideally suited for the type of work that will be carried out at

these stations.

Careful consideration should be given to a planned, easily

accessible storage facility for tapes, disks, and manuals. This

can be accomplished by the arrangement shown in Figure 4.2 and by

strategically placed shelves around the room.
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4.2 Image Synthesis Facility

4.2.1 Functional Specification of Software for a Scene Synthesis System

A scene synthesis system may be divided into hardware and software.

The question which will be addressed in this '.ection is: Can a function-

al specification be written for the software required in a scene synthe-

sis system? Perhaps one should first consider why a functional specifi-

cation of software is desirable. The answer is yes if portability is

desirable. Another natural question is whether it is possible to speci-

fy software requirements. The development of the ACM Core System standards

for computer graphicq software provides evidence that it is possible. This

standard will now be briefly reviewed.

The ACM Core System describes a methodology for graphics standards

design and presents a standard graphics package designeý. according to

this methodology. The methodology covers both vector graphics and

shaded raster graphics. Image processing is not included.

A fundamrental motivation for the standard was the desire for

probgram portability or the ability to transport graphics applicationsI

from one laboratory to another with minimal program changes. Three

levels of portability were considered:

1. No source program modifications at all.

2. Modifications of a purely editorial nature, such as the
substitution of LINE for DRAW.

3. Modifications to the structure of the program which are
usually difficult and fraught with errors.

With a standard, it is possible for some programs to be transported

without any source program changes. Also, with a standard, it is

possible to obtain programmer portability or the ability for an
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applications programmner to move from one installation to another with minimal

retraining.

The simple model used by the ACM for the graphics package specification

is shown in Figure 4.3. Note that this model is appropriate for the scene

synthesis system. The following concepts are also considered fundamental:

1. The separation of input and output functions.

2. The minimization of the differences between producing output

on a hard copy device such as a plotter and on an interactive

display.

3. The concept of two coordinate systems; the world coordinate

system in which the scene is constructed, and the device coordinate

system -in which the picture is displayed.

4. The concept of a display file containing device coordinate

information, used by all but the least interactive of graphics

systems.

5. The idea of display file segments, mutually independent, each

of which can be modified as a unit.

6. The provision of functions to transform world coordinateI
data into device coordinates called a viewing operation. .
It is also recognized in the ACM standard that the previous model

may prove unsatisfactory under certain conditions, either because it

lacks capabilities or because components must be included which degrade

performance. The proposed solution is to seek carefully designed

modularity in the graphics packaye and levels of modularity such that

all systems could be compatible at the highest level but not necessarily
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Figure 4.3. Structure of a graphics package.
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at the lowest level. Some of the high level modules are:

1. A symbol system, providing functions for defining sub-

pictures and for inserting 1nst~tnces of these sub-pictures

into the world coordinate scene definition.

,2. A high quality text system.

3. A cut-ve display system.

4. Higher level plotting and map-making modules.

The full funct'ional specification of the ACM report is very exten-

sive and may be found in [1). The function listing from the specifica-

tion is shown in Table 4.1. The large number of functions is to some

extent the result of the rich variety of graphics hardware devices

such as storage, refresh, and color displays and graphics tablets,

light pens, and function keyboards for input. There are also natural

variations of basic functions which lead to several entries in the

table--for example, whether a position is specified in an absolute

coordinate system, ABS, or relative to the current position, REC,j

gives rise to duplicate entries such as MOVE ABS and MOVE REL. How-

ever, the table is structured so that groups of functions requiredI

for a particulz.-r type system are easily identified. The functions

in Table 4.1 are important for a general purpose graphics system;

however, an extension to the standard, called the Raster Extension,

is much imore germane to a scene synthesis system.

4.2.2 Raster Extension

The Raster Extension to the ACM Core System was designed to

extend the concept of a portable device-independent graphics sub-
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routine package for use with raster, refresh, or image type displays.

The raster display model was taken to include the following:

1. A display may have more than one refresh buffer, either

physically or loigiczally distinct.

2. The (x,y) size of the refresh buffer may be larger than

can be displayed at one time.

3. The z size of the refresh buffer varies over a wide range

from 1 to 24, with 8 or less being typical.

4. The display may include one or more look-up tables used

to generate color or gray scale images.

5. The raster display consists mostly of memory both in its

refresh buffers and its look-up tables.

6. The display is typically connected to a host computer by

a high speed line.

7. Each pixel value is typically calculated by the host cuin-

puter, although hardware subsystems which draw lines, text, and

figures are becoming more conmmon.

8. Pixels may be both written and read from the refresh

memories.

Note that the model encompasses a wide range of existing equip-

ment, such as the Tektronix 4027 or a Comtal Vision 120. The range

of the model covers the raster display, raster terminals, and even

computer output to microfilm devices.

The functional capabilities included in the raster extension
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include:

1. filled in polygonal areas;

2. extensive color and intensity specifications;

3. display of computer or terminal generated patterns, and;

4. consideration of the hidden surface removal problem.

Specific rscommendations are included for polygon shading, primitive

attributes, static attributes, initialization and termination, view surface

initialization and termination, picture change control, color specifica-

tions, pixel array functions, and index table functions.

The Raster Extension was only introduced in 1979. Thus, certain

revisions must be expected before the standard becomes well defined.

However, it does address the scene synthesis area specifically and,

since it is developed by the professional organization in this area,

it probably should be seriously considered. The Core System is referenced

in one of the latest texts (2] but not specifically adhered to in the

text. Most commercial systems can bi expected to use the standard at

least in new systems.
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output Primitives,

Basic, None, 20
MOVEABS_2
MOVE REL 2
INQUTRE CURRENT pOSITION_2
LINE ABS 2
LINE REL 2
POLYT:INE-ABS 2
POLYLINE-REL92
TEXT
INQUIRE TEXT_EXTENT_2
MARKERABS_2
MARKER RE K2

POLYMARKER ABS 2
POLYMARKERREL-2

Basic, None, 3D
MOVEABS_3
MOV.E REL 3
INQUTRE C!URRENT POSITION)3

LINE ABS 3

LINE RE£L 3
POLYUINE ABS 3
POLYLINE_REL_3
INQUIRE TEXT EXTENT_3
MARKER ABS 3-
MARKER-REL-3
POLYM: 'KERABS_3

POLYMA.t.KER_REL_3

picture Segmentation and Namingilq

Basic, None, 2D
CREATE TEMPORARYSEGMENT
CLOSE TfEMPORARY YEOý,MENT

INQUIREOPEN TEN--.3RARY -SEGMENT

Suffered, None, 2D

CREATE RETA INED S EGMENT

CLOSERETAINED S§EGMENT

DELETEf RETAINED SEGMENT
DELETE ALL RETAINED SEGMENTS

RENAXME RETAINED SEGMENT

INQUIREf_RETAINE'5h- SEGMENT -SURFACES

INQUIRE RETAINEDSEGMENT NAMES

INQUIRE OPEA4_RETAINED SEGMENT

ALtr ibutes:

Basic, None, 2D'

S ET INTENS ITY

SE'T LINESTYLE
S ET LlNEWIDTH
SET PEN
S ET FONT
SET ChAR~iZE
SET CHARC 2
S ET-C HAR PATH
S ET-CHARSPAC E
S ET C HARJU ST
SEr-CHARPREC IS ION
SET MARKER SYMBOL
SE.T -PiCK LUj

SET PRIMITIVE ATTRIBUTES 2

INQUIRE COLOR
INQUIRE INTENSITY
It4QU IRE LINESTYLE

I NQUIlRE LI FEWI10TH
INQUIRE PEN
INQU IRE FONT
INQUIRE CHARSIZE
INQUIRE cH1ARUP 2
INU R CHARPMII
INQUIP)-.CHARSPACE
INQUJIgECHAHJUST
INQUIRE CHARPRECIESION
IN,ýk IRE MARKER SYM'3OL
INQUXREPICK_ ID
INQUJIREPRIiMTIVE _ATTRIBUTES __2

Table 4-1. ACM Core Functions
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Basic, None, 3D
SET CHARPLANE
SETCHNARUP 3
SET PRIMITfVE ATTRIBUTES)3
INQIYIRE 0.1IARPIANE
INQUIRt cHARuP 3

IINQUIRE_PRIMITIVE ATTRIBUTES 3

Buffered. None, 2D

SET VISIBILITY
S ST-1 IGH LIGOHTI NG
INQUIRE VISIBILITY
INQUIRE HIIGHLIGHTING
SET ssGR4ENT VISIBILITY
SET-SEGMENT-HIOIILIGNTING
INQUIRE_-SEGRENTVISIBILITY
INQUIRES EOG4NTWHIGHLIGHTIWG

BufiCced, Synchronlous, 2D)
SET DETECTABILITY
INQUIREDETECTABILITY
SET SEGMENT DETECTPA6ILITY

INAQUIRE SEGM4ENT DETECTARILIT'Y

Dynamic-a, None, 20
SET IMAGE TRANSFO0RMATION TYPE

INQUIRE IRAGE rRANSFURMATIJN TYPE
INQUIRE _SEGMERT IMAGE: TRANSFbRAATioNTYPE
SIET IMAdE TRANSIATE 2
INQUIRE'_IKAGE _TRANSLATE.-2
SET SEGMENT IMAGE TRANSLATE_;!
INQ)UIRESEGMEN4T_ IMAGE_.TRANS,ýLATE _2

rynamxic--b, None, 2D
SET IMAGE TRANSFORMATION.2
INQ5IRE IM4AGE -TRANS FoRMATI ON2
SET SEGM(ENT IMAGE TRANSF)HMATION 2

Dynamic-~, Nc~ne, 3D
S LT IMAGE TRANSFORMiATION 3

INQUIRE' IMAGE TRANSIFO)RMATION 3
SET SEGMENT IRAGE TRANSF)R.MATION..3
INQ9JRE SEG;MPT ikAGE ' TRA,\NFCRMATI0NI

"Vjeiow'. upŽt aktions and3 kCoodinate Transformti3tonl

Basic, None, 2D
SET WINDOW

SET VIEW up 2
SFTMDC SPACýE 2

5ET VIEWPCRT 2
INQUIRE W IN DOW
INQUIRE VIEW -UP 2
INQUIRE NOC SPACE 2
INQUIRE VIEWPORT 2
MAPNDC TO WORLD 2
MAP_WORLED TO NDC-2
SET WAINDOAW CLIPPING
INQUIRE VlIWlNG CONTROt. PiNRAMETERS
SET WORLD COORDI)-NATE M.ATRIX 2
INQUý(IRE WOCRLD -CoORI)INATEF MATRIX .2

Basic, None, 3D
SET VIEW REFERF.ACE POINT
SET-VIEW _PLANE NORMAL
SET VIEFW -PLANE- DIS TANC E
s ETVIEW DEPTH
S ET PROJýCTICON
SETVIEWUP_3
SETHOC SiPACE 3
SET VIEWPORT "I
SET _V1EWIN0 PARAMETERS
INQUIRE VIEW REFERENCE POINT
INQUIRE VIEW -PLANE. N(IJ01AI
INQUIRE VIEW PLANE DSA'
INQUIRE VIEW DEPTH
I NQU IRE PROJECTION
INQUIRE IIEN UP 3
INQUIRE NDC SPACýE 3
INQUIRE VIE14PORT j
IEIQUIRE VIEWING PARAMETERb-
MAP NDC TO WORLD
MAP WORLED YO NOC 3
SETFRONTPLANE; CýLPPIA4G
SETBACKPLANE CfLIPPING

Table 4-1, Continued
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SET COORDINATE SYSTEM TYPE
SET-WORLD COORDINATE MATRIX 3
INQUIRE._WORLDCOORDINATE MATRIX 3

Input Primitives:
Basic, Synchronous, 2D

INITIALIZE DEVICE
INITIALIZ E-GROUP
TERMINATE DEVICE
TERMINATE-GROUP

AWAIT ANY BUTTON
AWAIT-KEYgOARD
AWAIT-STROKE 2
AWAIT ANY BUTTON GET LOCATOR 2
AWAIT-ANY-BUTTON-GET -VALUAToD
SET EfhO .
SET ECHO GROUP
S ET-EC HO-S EGM ENT
SET ECHO-SURFACE
SET ECHO POS ITION
SET-KE YBOARD
SET BUTTON
SET ALL BUTTONS
S ET-STROKE
SET LOCATOR 2
S ET -LOC PORT_ 2
S ETVA LUATOR
INQUIRE INPUT CAPABILITIES
INQUIRE INPUT DEVICECHARACTERISTICS
INQUIRE ECHO
INQUIRE ECHO SURFACE

INQUIRE ECHO POSITION
INQUIRE KEYBOARD
INQUIREBUTTON
INQUIRE STROKE
INQUIRE ECHO SEGMENTS
INQUIRE LOCATOR 2
INQUIRE LOCPORT 2
INQU IR EVALUATOR

Balic, Synchronous, 3D
AWAIT STROKE 3
AWAIT ANY BUTTON GET LOCATOR 3
SET LOCATOR 3 .
SET LOCPORT-3
INQUIPE STROKE DIMENSION
INQUIRE LOCATOR DIMENSION

INQI' RE LOCATOR 3
INQUIRE LOCPORT-3

Basic, Complete, 2D
ENABLE DEVICE
ENABLE GROUP
DISABLE DEVICE
DISABLEGROUP

DISABLE ALL
READ LOCATOR 2
READ VALUATOR
AWAIT EVENT
FLUSh-DEVICE EVENTS
FLUSH GROUP EVENTS
FLUSH ALL EVENTS
ASSOCIATE
DISASSOC IATE
DISASSOCIATE DEVICE
DISASSOC IATE GROUP
DISASSOCIATE-ALL

GET KEYBOARD DATA
GET STROKE DKTA 2
GET LOCATOR DATA 2

GET-VALUATOk DATA
INQUIRE DEVICE STATUS
INQUIRE_-DEVICE-ASSOC IATIONS

Basic, Complete, 3D
READ LOCATOR 3
GET STROKE DATA 3
GET-LOCATOR_ DATA 3

Table 4-1. Continued
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Butfered, Synchro no", 2D
AWAIT PICK
SET PICK
INQUIRE_PICK

Buffered, Complete, 2D
GETPICKDATh

Control,

Basic, None, 2D

INITIALIZE COME
TERMINATE CORE
INITIALIZE VIZW SURFACE
TERMNATE VIEW SURFACE
INQUIRE OUTPUT-CAPABILITIES
SELECT FOR SEGMENT CONSTRUCTION
DESELECT FOR SEGMENT CONSTRUCTION
INQUIRE SEL':CTED SURFACES
SET IMMEDIATE ",T:ýIBILITY
MAAKE PICTURE CURRENT
BEGIN BATCH OF UPDATES
END BATCH OF UPDATES

INQUIRE CONTRCL STATUS
SET VISTBILITIES-
NEW FRAME
REPOURT MOST RECENT ERROR
LOGErROR -

special Interfaces:

Basic, None, 2D
ESCAPE
INQUIREESCAPE

Table 4-1. Continued
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4.2.3 Hardware Architectures for Scene Synthesis

A review of hardware architectures of past and present scene synthe-

sis systems is presented in this section in order to provide a basis for

a forecast of future systems architecture and programiing requirements.

Since the majority of past work in scene synthesis has been for flight

simulation systems, several recent papers in this area are reviewed which

provide not only the history of this development, but also the basis for'

a functional specification of the hardware architecture.

A reviaw of the use of computers in real time simulations of aircraft

for training applications was recently presented by Amico and Lindahl.

Immnediately following World War II, the Office of Research and Invention

undertook the development of a number of computer systems. The Whirlwind

system was a digital computer development whose initial objective was to

simulate the flight eiivelope of an aircraft to obtain pilot evaluation of

proposed new aircraft based upon wind tunnel data before going to the

expense of developing a prototype. This system led to a powerful computer

for its day and led to a more rigorous mathematical description of the

equations of flight.

In the late Forties, the flight simulators developed for the Armed .
Services called for the solution of-the differential equation of motion

using analog computer systems. Three major difficulties were encountered

in the use of analog computers for flight simulators:

1) the design of the computer was constrained by the availability

and accuracy of aerodynamics and system data on the aircraft;

2) once the system~ was built and testing revealed errors in the

aerodynamic data, the computer hardware design had to be changed;
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3) the errors and limitations of analog systems led to serious

issues with users.

These difficulties motivated and still motivate the use of digital

technology. The expected advantages of digital technology were:

a) that progranmming-would be independent of the computer

and input/output system design; andA

b) changes in aircraft aerodynamic data could be incorporated

without hardware changes to the computer system in most cases.

Interestingly, the Whirlwind did not meet its initial objective.

The failure of Whirlwind as a real time digital flight simulator triggered

an investigation into the reasons for the failure and led to a new research

effort to develop the required technology. This study was initiated in

1949, conducted by the Moore School of Engineering at the University of

Pennsylvania. The results of the 1950 study concluded that there did

not exist a digital computer~ system capable of solving the flight equa-

tions for one aircraft in real time using integration schemes in cannon

use. Later studies in 1952 and 1951 concluded that the real time simu-

lation of ai rcraft was feasible. The basis for this conclusion was the

development of three important advances:

1) high-speed random acc-ass memory and digital logic which increasedI

the speea of computation;

2) new algorithms for numerical integration which were consistent J

with the speed of the digital computer; and

3) time efficient methods of function generation for calculating

aerodynamic coefficients and stability derivatives.

In 1956, a contract was awarded under the sponsorship of the Air

Force and Navy for the design, development, and construction of a digital
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computer system in accordance with the logical structure and circuits

developed by the Moore School. This effort was known as the Unlversal

".Digital Operational Flight Trainer (UDOFT). The purpose of the efflwrt

was to demonstrate that a digital computer system could be designed

to simulate in real time subsonic and supersonic jet aircraft, utili-

zing the appropriate cockpit configurations and controls. The benefits

derived from the use of a digital computer were improved accuracy, flex-

ibility, and the relative ease of programming. The UDOFr used a general

purpose CPU with 5 usec menory access time, 8 K words of RAM core mem-

ory, had no mass storage, and was programmed in machine language. These

characteristics and the more recent developments are shown in Table 4.2,

from Amico and Lindahl [3]. Note the evolution of all iystem specifica-

tions over the last 20 years. Memory access time has decreased from

5 usecs to 600 nsecs. Memory capacity has increased from 8 K words to

128 K words. Type of memory has changed from memory core to semicen-

ductor MOS, mass storage has increased from none to 300 megabytes.

Programming ease has advanced from machine language through assembly

to a high level language, FORTRAN. The number of CPU per Cockpit

has increased from 1 to 4 as the distributed processor concept, which

minimizes the computer cabling requirement, has evolved. At the

present time, research is being conducted in the area of distributed

processor computer architectures, which attempt to use the increased

computing power and decreased cost o? mini and microcomputers.
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4.2.4 DisplAy/Iteration Rate

Amlco and Lindahl provide a very interesting discussion of the

computation iteration and image display rates required for real time

simulation of aircraft flight. The initial program designs used a

heuristically established iteration rate of 20 Hz. Subsequent investi-

gations established that the aircrafts' natural frequencies were in the

range of 1 Hz. Thus the iteration rate wz;s approximately 10 times that

required by the Nyquist criterion of two samples per cycle. However,

other factors were involved, such as the ability of the pilot to intro-

duce a step input into the system. Some analyses indicated that rates

in excess of 1000 Hz may be necessary to achieve stable computations.

Other studies and the requirement to minimize synchronization problems

with TV systems led to a 30 Hz rate being established by the Navy. Amico

and Lindahl report that the selection of the 30 Hz rate seems to have
i solved the problem.

4.2.5 Programing Language and Software Requirements

Although the initial simulators were programmed in machine and

assembly languages, a major trend toward higher level languages is

described by Amjico and Lindahl. This software explosion is indicated

in Figure 4.4, which shows the exponential growth in both RAN and disk
storage. Studies conducted for the Air Force and Navy in the early

1970 s into the use of FORTRAN encountered some negative react:.-ns and

criticisms, but have led to the now general acceptance of a FORTRAN

requirement. However, the trend now is toward the adoption of ADA, the

high level language developed for the DOD, when it becomes available.

266

AWN

t ....



- r
m..,-.RAM STORAGE
a 0WK GTORA¼

30 0 CYCLBI Tug
T.44

5'3134 I3- 1 ,

Ul0

34
VSI#

1gr 4m

I* -28
IIA

I l , !

1 I II



4.2.6 Hardware Architectures

k A new visual system architecture recently proposed by Schwnaker (41
t ~is shown in Figure 4.5 Schumaker states that simulation of the real world

remains an implicit but illusive stAndard for computer image generation

(CIG), and that past successes are dt-iving CIS systems into more complex

and comprehensive training applications. He also mentions that the gap

between what is feasible and what is desired can only be bridged by under-

standing both the visual systemi and the training requiremrents. The archi-

tecture of an image generation system includes the organization, the algori-

thmns, and the implementation methodology and technology. The CT-5 system

architecture shown in Figure 4.5 emerged in response to a need for simul-

taneous display of high image content and quality across a large field of

view, requiring many channels. The CT-5 system has been used to display

images with a thousand polygons/channel and~ several thousand polygons total.

The system shown in Figure 4.5 is divided into three major sections:

a general purpose computer, a special purpose computer called the image pro-

cessor, and a display. The image processor is the element which makes the

system unique and capable of scene synthesis. The image processor is div-

ided into two processors: the viewpoint and the channel processors.I
The viewpoint processor consists of an object manager (0O4) and a polygon

manager (PM). These elements perform tasks related to the entire scene-. The

entire system is structured as a pipeline of memory buffers and processors.

One television field time is allocated to transport and process data from

one memory to the next. The capacity of each section is therefore determined

by this processing time. The shaded portion of the )olygon manager in Figure
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4.5 indicates its field buffer memory. The viewpoint processor also con-

tains two environment memories that provide online storage for portions of

the data base sufficiently close to the viewpoint that they may be required

for scene generation. In a hierarchical succession of computation steps,

the viewpoint processor sifts through the data base to extract a minitral

required set of scene elements to produce the current picture. This In-

cludes a sequence of increasingly discriminating tests for field of view

inclusion, rejection of backfacing elements, and perspective size discri-

mination. Therefore, the scene data provided to the channel processor

is highly refined.

The chaanel processor provides the computational power to generate a

TV format image. The geometric processor (GP) performs the 3D to 2D tVans-

formation including rotation, clipping, and perspective. An image plane

description of all scene elements that project on a display is stored in the

polygon buffer. The remaining steps required to generate an image are per-

formed in the display processor (DP).

The display processor perform the operations necessary to convert

image plane descriptions of individual scene elements into a composite pic-

ture with hidden surfaces removed, anti-aliasing techniques applied, and TV

formatting accomplished. The CT-5 systems abandon the historical E & S scan-

line approach to this picture computation. Images are computed in feature

sequential order rather than scanline order. Area processors replace scan-

line processors, and area representations replace scanline samplers.

Image processing is performed in parallel hardware which operates on

regions in the display called spans. The display plane is divided into

a contiguous 3et of these span areas which may be thought of as a coarse
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pixel set. Individual s.ene ealmenti are processed a span at a tim.

Since the scene elements are arranged in order of decreasing visual pri-

ority, closer objects occlude farther ones.

The architecture of the CT-5 system includes novel, modular com-

ponents for the generation of scenes composed of polygons. Parallel area

processing is a central them of the image display processing found in

the system.

A different architecture is described by Oichter, at. al. [5], and

is shown in Figure 4.6. The system may again be divided into three ele-

ments: a general purpose computer, a special image processor, and a dis-

play. The spectal processor consists of a geometric processor, display

generator, and illumination control. The system timing Is based on a

double buffer design so that two TV frame times may be used for processing

without interfering with the real time display.

The proposed REALSCAN system, shown In Figure 4.7 and described by

Spooner, at. al. [61, utilizes a hierarchy of resolution levels to model

the environment and parallel, pipelined processors to perform the vlsi-

bility determination. The bulk memory in Figure 4.7 is a low cost video-

desk which is used to store color and height data for the scene. The con-

trol computer determines which blocks of data representing hierarchical

areas of terrain in the bulk memory are required for generating the de-

sired scene. These data are transferred to the cell memory. The pipe-

line processing for image generation is then implemented. The environ-

ment model for this system is limited to terrain surfaces which are

single valued in elevation.

In the previous architectures, either polygonal or terrain tyvi-!
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data bases were accamodated. The problems involved in accomodating both

are described by Cunningham and Picasso 171. Slnca the type data base

determines the archttecture to a large extento, systems accomodating both

appear most promising for the future.
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MEOY PROCESSORS MOR

SE'ONENVISIBILITVOFVISIBLE POESR

SIMULATED CONTROL SCENE PROCESSORS

VEHICLE -- COMPUTER .i~h
POSITIONE COLOR PROJECTION1

ATIUEPREFILTER POESR
[PROCESSORS ROES'R

FRAMESCN

FIA

DISPLAV PING-PONG MMR
BUFFERFITRBFE

Figure 4.7. Functional Block Diagram of REALSCAN
System.
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5. PERFORMANCE SPECIFICATIONS FOR THE IAS

The overall goal of this research was to specify an image assembly

system that would provide a flexible and powerful tool for performing image

understanding research.

A block diagram of the desired system is shown in Figure 5.1 The

sys.tem had to be capable of both automatic camera input as well as manual I
input of two or three dimensional information. Both high quality real

time. image display and hard copy output were included. The image assem-

bly system computer required both high speed and large storage capacity

to permit processing of high resolution images in a reasonable time. Fur-

thermore, special purpose hardware must be used to increase the speed of

certain algorithms. The interactive control programs provide both image

data base management and the processing power and flexibillty required of

a research facility.

The image assembly system software had to contain several special

features, including a scene primitives library, a feature extraction pro-

grams library, the ability for user definable scene primitives, scene build- A

ing software, feature control software with user-specified characteristics,

and interactive re-definability for iterative processing. At present, no

turn key system with the required characteristics has been found; however,

it appears that the system could be assembled from existing components,

with software development.

The results of the previous research and analysis are presented

in this section as a performance specification for the Image Assembly Sys-

tem. The hardware specifications are described in Section 5.1, the software

specifications in Section 5.2, and an example of an overall hardware system

which could satisfy the requirements is described in Section 5.3. I -
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5.1. Hardware System

The overall Image Assembly Hardware System may be divided into

two parts--general purpose computer hardware, and special purpose image

and scene procesO.g h'rMware. '"This division is necessary because no

single turn key system with all the desirable features is currently
k• & 'aailailable. The important features will now be sumarized. These

elements may also be considered as a distributed processing system with,

high speed local pi-ocessing as required.

Some of the special purpose hardware features are shown below.

* Multiple Image buffer display

* Transform processors for FFT, FKT, etc.

* Geometric transformation processor I

* Hidden surface elimination

* Color function memories

* Polygonal area filling

* Windowing onto image planes

* High quality alphanumeric text system

* Vector drawing capability *1
* Control function menu

* Graphics overlay memories

* Vector convolution filters

* Contour tracing of boundaries

A comparison of the hardware components for the analysis and

synthesis systems are shown in Table 5.1. Each hardware component

listed "is an element of either an image analysis or scene synthesis
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N ,ALYSIS SYNTHESIS IAS

1. General Computer with Required Required Required
disks, tapes, etc.

2. Image Display with Required Required Required
Multiple Memories

3. Low Resolution Required Useful Required
lmoge Digitizer

4. High Resolution Required Useful Required
L •Image Digitizer

5. Analog Video Useful Useful Required
Recorder

6. Digitizing Tablet Useful Required Rftuired

7. Vector Graph i cs Useful Required Required
Display

8. Hidden Surface Useful Required Required
Hardware

9. Matrix Multiplier Useful Required Required

10. Interactive Control Required Required Required

11. Iuiie Transform Useful Not Required Required
Processor

12. Floating Point Useful Useful Required
Array Processor

I

Table 5.1. Hardware Components.
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system and is therefore a necessary ulemmnt of the Image Assembly System

(UAS). Each coeponent and its required application will now be br~iefly

described.

5.1.1 General Purpose Comp~uter

Even though the IAS may be considered a distributed processing

system, a central general purpose computer is required for both image[ analysis and scene synthesis. The parameters of this facility are

dependent upon the number of users, the amount of distributed process-

ing, and, in general, the larger the better. However, it is doubtful

that even the world' s most powerful computer, such as a CRAY, could

perform the functions required at the speeds required for the IAS.

For example, in image analysis, a 512 by 512 pixel two dimensional

Fourier transform is a desirable operation which can be performed faster

by an array processor than by the CRAY. In scene synthesis hidden sur-

face elimination of a complex scene in 1/30th of a second is a desirableI

operation which can be performed faster in special purpose hardware.

Both operations have wide application. The Fourier transform is useful

in image enhancement, restoration, and compression. Hidden surface

elimination is essential in any interactive scene display such as

in flight simulation.

5.1.2 Image Display Device with Multiple Memories7

A digital image display is essetitial in both image analysis and

scene synthesis. Minimum display resolution for ima,,e processing is

512 by 512 pixels with three buffer memories storing 8 bits per pixel
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to provide full color capability. However, state of the art systemr

have capabilities which exceed this minimum requirement by a phenomenal

I• amount. Available features include:

* As many as 16 refresh buffer memories, ,rmitting coincident

display of multispectral or derived image.•;

*• Buffer wmories larger than the display area. For exaple,

[ - a buffer memory of size 1024 by 1024 with a display sizte

of 512 by 512 permits a 2 to 1 interactive am of the

displayed image throughout the stored image in both x

and y directions;

• Direct input of digitized video into the buffer memories

at TV rates;

* Function or transform memories with feedback loops which,

when coupled with binary logarithms and antilogarithums,

can add, subtract, multiply, divide, and compite arbitrary

functions on the digital image data at TV rates;

* Hardware interpolation which perut;s interactive magnification

or minification of an image. This feature is often mislabeled

"zoom." A true zoom capability requires a perspective trans-

formation--not just an affine transformation.

• Al phanumeri c character generation;

Overlay graphics buffer memories;

* Function plotting on the image raster;-

• Hardware convolution with a small window function, thus

permitting high speed operations such as edge detection
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or noise smoothing by spatial filtering-, and

* Interactive display control with menu selection, permitting

ease of implementation of the display features.

These advances in image display systems in the last few years must

be considered remarkable and attest both to the creativity of the de-

signers and the decreasing memory and microprocessor costs.

operations which cannot be performed by the display alone are easily

mentioned, such as the full size FF1' or the hidden surface elimination.

Therefore, other special purpose hardware is still required.

5.1.3 Low Resolution Image Digitizer

A standard TV resolution image digitizer is one of the most useful

components in an image processing system, since it serves as an Inter-

face between the physical world and the computer. A well-designed digi-j

tization system with special purpose hardware controls can make the

digitization of a new image easier tei~ reading an image from digital

tape.

Two special needs which may arise cannot be easily accommodated

by most systemis. The first is the ability to digitize video tape in-I

formation without severe degradation. The second is the ability to

digitize stereo cameras. Both problems are solvable; for example,

a system recently constructed for NASA by the University of Tennessee

has these and additional enhancement capabilities.

A low resolution digitizer might be characterized by a 500 point

digitization over a one inch photocathode or a resolution of approxi-

mately 50 microns. For some applications, solid state camera sensors
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provide an adequate low resolution image.

5.1.4 High Resolutiot, Image Digitizer

A high resolution image digitizer with resolution in the range

of 1 to 10 microns Is required for certain applications such as arch-

ivial digitization of sow'me imaqery. Both spatial and intensity

linearity are crucial in these Instruments.

5.1.5 Analog Video Recorder/Hard Copy

A color video recorder would be useful in both image analysis

and scene synthesis to record time sequences of important phenomena.

A hard copy unit with capabilities for polaroid photos or 35 mm

slides is also useful. Movic equipment would also be useful.

5.1.6 Digitizing Tablets

One or more graphics digitizing tablets would be useful for cer-

tain scene synthesis operations, These tablets may be used for both

control menu functions and for spatial position digitization.

5.1.7 Vector Zraphics Display

A vector graphics display of much higher resolution than the

ima•s display would be useful in image analysis and would be required

for scene synthesis.

5.1.8 Hidden Surface Hardware

Speci&I purpose hardware is required for perfoming hitden sur-

face elimination at TV rates for any but the most simple scenes. As

described in the scene synthesis section, hidden line or surface eli-

mination may be considered as a sorting problenm. The conceptually
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simplest algorithm, the z buffer sort, simply fills the image buffer

with the furthest object first and lets the nearer objects overwrite

the fuither objects.

The hidden surface computation is the most difficult task in

scene synthesis. However, several alternative implementations are

now available from, for example, General Electric, Singer-Link, and

[ Evans and Sutherland Corporations. Scene complexity is one of the

limitations in all possible implmentations; therefore, a careful

match between system requirements and hardware capabilities is

required.

5.19 Matrix Multiplier

A 4 by 4 matrix multiplication is required for scene transforma-

tions such as those required for translations, rotations, scale changes,

and perspective changes. To accorolish these transfomations for a

scene data base or a high resolution iage requires a computation time

on the order of 100 nanoseconds for each displayed picture element.

Therefore, a hardware matrix multiplier is required to accomplish these

transformations at TV rates.

5.1.10 Interactive Control

Interactive control using such devices as the graphics tablet,

Joystick, trackball, light pen, mouse, or control function menu is now

a practical alternative to the standard terminal keyboard. The use of

interactive control provides an order of magnitude increase in ease of

use, although some training time on each device is required. The most

practical locations in the IAS for interactive control are in the image
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input and display stages, and most cairca devices have some of

these features.

A simple cost analysis for each application should be done to

show that the cost of the interactive control feature would be less

than the labor cost to implement the task without the feature. The

use of interactive control for the general image analysis and synthe-

sis processing tasks is more difficult, since the tasks to be accom-

plished are not so well-defined. However, the use of variable functiont

menus could permit easy Implementation of most of the algorithms des-

cribed in this report.

5.1.11 Image Transform Processor

An image transform processor which could, for example, compute a

two dimensional Fourier transform at or near TV rates, would be useful

in scene analysis for such operations as image enhancement or coding,

and could also be used for scene synthesis operations such as texture

synthesis. Since the fast algorithmt implementations could be used,

the number of operations required would be on the order of 2N2log2N.

For N - 512, this value is 4,718,592. To accomplish these operations

in 1/30th of a second would permit only 7 nanoseconds/operation. For -
the fast Fourier transform, each operation is a complex add and multi-

ply. Thus, it is seen that this requirement is very challenging, even

with state of the art hardware. Special purpose hardware architecture

is thtrefore required for these implementations. Some of the features

that are used to accomplish the 7 nanoseconds/operation might include

the following: simpler transforms could be used, such as the discrete
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cosine transform which requires only real operations; the Walsh/Hadmard

transfom, which requir.s only addition% and subtractions; or the number

theories which require only molulo arithmetic. An order of magnitude

might he achieved this way, giving an operation time on the order of

70 nanoseconds/operation. Parallel computations implemented with an

array processor could also be used. If 10 parallel operations are

accomplished per cycle, then the operation time would be on the orderU• of 700 nanoseconds per operation, which is well within the state of

the art. Perhaps the highest degree of parallelism would be achieved

with an optical implementation, which could compute the two dimensional

Fourier transform in a time on the order of 1 nanosecond. Special

a,.'Mtectures which use the image memo'.ies of the display and bit slice

microprocessor technology are also now being used. The advent of large I
and very large scale integrated circuits (VLSI) should also provide new

architectures for t.ransform processing.

5.1.12 Floating Point Array Processor

A floating point array processor that could accomplish several

floating point operations in parallel would be useful not only for

image transforms, but also for any general computation requiring the

use of floating point arithmetic. Such devices could be expected to

provide a speed increase from 10 to 100 times the basic computer opera-

tion time. Because of the general nature of these devices, they would

provide a means of adaption of the system capabilities to new algorithms.
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6. CONCLUSIONS P.40 RECOMENDATIONS

6.1 Conclusions

The basic objectives of this study were to investigate madern

image analysis and scene synthesis techniques, including feature extrac-

tion processes in relation to the key components of a computer image

generation, storage, and usage systm. The main result of this effort,

in addition to the summary of important image analysis and scene syn-

thesis algorithms, is the design of an image assembly system (IAS)

capable of both image analysis and synthesis which could provide a

support research and development facility for advanced Air Force

applications such as the generation of airborne sensor Image pre-

dictions, flight simulator imagery, terminal guf'n..e reference

scene generation, and correlation algorithm evaluation, and studies

of image compression and reconstruction.

The following engineering tasks have been accomplished.

1. A literature review covering image analysis, image

processing, image understanding, scene synthesis,

artificial intelligence, pattern recognition, and'

related subjects was performed to identify available

technology applicable to the design of a computer-

based image structuring system. The results of this

review are discussed in Sections 2 and 3a and formed

the basis of the design presented in Sections 4 and

5.

: ]!i

- • 307

-------------,--*-.---: ---- -.----.-

- * - - - - - - K--



2. Research was performed to identify algorithms and tech-

niques for effectively representing image and scene in-

formation. These algorithms are described in Sections

2 and 3.

3. An Image Assembly System (IAS) design was constructed

in terms of major general-purpose and special-purpose

hardware elements,.and is presented in terms of func-

tional hardware and software requirements in Section

5.

6.2 Commnents

The basic idea presented in this report is the design of

an Image Assembly System capable of both image analysis and scene I

synthesis. This is a novel concept, and may be considered by some

as more futuristic than realistic. This ar~gument will be most-

strongly presented by those familiar with either the image ana-

lysis or scene synthesis areas, but not those familiar with both.

Therefore, some of the overall cL~ncepts will now be reviewed, along

with a discussion of considerations leading to a recommnendation for

further research. I
First, in all design disciplines, analysis and synthesis are

closely related concepts. In electronics, for example, students

are first taught to analyze circuits as the first step in the

synthesis of new circuits. Similar examples can be drawn from

all design disciplines in engineering, architecture, and science.
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Perhaps the fundamental reason is that the design paraumeters which

must be specified in synthesis are understood only through analysis.

Secondly, most areas of interest in advanced Air Force research

are so difficult that only limited solutions are available in the

current state of the art. An all weather, all capability, weapons

or intelligence system in a single device is probably not possible.

In any single application area involving images or scenes, the funda-

[ mental scene complexity problem will be encountered. The fact that

there is not enough storage capability in the human brain (10 14bits)

to store the locations of atoms in a microgram of salt (10 16bits) is

a clear illustration of the scene complexity limitation. Even with

the recognition of this limitation, very effective and accurate systems

have and can be developed. These systems rely c- the characterization

of key important scene features. Therefore, the extraction of impor-

tant features through analysis and the presentation of these features

through synthesis is the basis of the disciplines called image analysis,

image processing, scene synthesis, computer graphics, artificial

intelligence, pattern recognitionr, and computer vision. Certainly

the combination of these d-Ist-Anct areas is difficult; however, a

research facility that could accomodate most areas should permit .
the study of not only each area alone, but in a rich variety of

combinations as well.

One question which might arise is if there are personnel who

are ti ed in both image analysis and synthesis. One indication

that the answer is positive is the cooperation between the IEEE
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Computer Society members interested in image analysis and the ACM

Special Interest Group on Computer Graphics. The annual meetings

of these two groups have been held at the same time and place for
the past two years, and conjunctive meetings have been projected

for 1981 and 1982. Thus, on the national and international level,

there is an indication of comuon interest. Another indicator is

the journal, Computer Graphics and Image Processing, edited by

Professor Azriel Rosenfeld. A final indicator on the local level

are the Computer Graphics and Image Processing courses offered in

the Departments of Electrical Engineering and Computer Science at

the University of Tennessee. Other universities, such as Maryland

and UCLA, also offer this type training. Admittediy, it will be

harder to find personnel trained in both areas than those trained

in one or the other separately; hnwever, the number of personnel

required for research is relatively small.

In terms of computer hardware requirements, there is more hard-

ware required for the combined capability of analysis and synthesis

than that required for either separately. However, there is a

great deal of common hardware, as Illustrated in Section 5. In

fact, almost every hardware element requiie¢ for one system is
useful in extending the capabilities of the 01ther system. A

similar arguments could be made for the software requirements.

The final arguments for the combined IAS capability is per-

haps the realization that advances beyond the state of the art will
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require both capabilities. Realistic scenes will perhaps never be

generated until enough real images are analyzed to permit the iden-

tification of all key features required for the synthesis. Similarly,

reliable imago analysis algorithms may never be developed until it is

possible to test these algorithms on a great variety of realistic

[ Synthesized images.

6.3 Recommnendations for Further Research

Although significant progress has been made during this effort

toward the specification of methodology and algorithms for thie effi-I
cient analysis and synthesis of scene data for advanced Air Force

applications, further research in several areas is indicated in order

to further define the problems, refine the algorithms described, study

the hardware and software tradeoffs, and develop -required techniques.

These areas will now be outlined..

Research should be conducted to identify algorithms and tech-

niques fc.- Ifficiently representing image and scene information in

digital form. The representation of both planar and curved surfaces

in a data base design suited to scene synthesis algorithms such as

hidden surface elimination as well as other scene reflectance trans-

formations is a key area for further research. The use of this data

structure for multi-sensor surface reflectance computations, high

speed hidden surface display algorithms, and real time scene trans-

formations should be considered. Provisions for automatic and inter-

active input of scene data in an efficient manner, such as a hier-

archical design, should also be considered. This work would be es-

pecially applicable to reference scene preparation for terminal
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guidance.

Research should also be conducted to develop methods for image

analysis and image data base designs. Algorithms for the extraction

of scene features through regional and relational segmentation, tex-

ture recognition and measurement, object detection, recognition and

location from multi-spectral image data bases should be studied.

Important problem areas and design tradeoffs for real time analysis

should also be examined. Digital scene representations using hier-

archical structural forms for algorithm efficiency should be con-

sidered. Finally, provisions for both automatic and interactive

extraction of image and scene information should be studied.

Research to further refine the capabilities and requirements

of a combined scene synthesis and analysis system should also be

conducted. This unique combination promises to provide the most

flexible and powerful image research facility ever assembled and

would provide an important tool for the solution of advanced Air

Force applications.
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